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PREFACE 

National Aeronautics and Space Administration (NASA) is developing an on-orbit, adaptable, 
Software Defined Radios (SDR)/Space Telecommunications Radio System (STRS)-based 
testbed facility to conduct a suite of experiments to advance technologies, reduce risk, and enable 
future mission capabilities on the International Space Station (ISS).  The Communications, 
Navigation, and Networking reConfigurable Testbed (CoNNeCT) Project will provide NASA, 
industry, other Government agencies, and academic partners the opportunity to develop and field 
communications, navigation, and networking technologies in the laboratory and space 
environment based on reconfigurable, software defined radio platforms and the STRS 
Architecture.  The CoNNeCT Payload Operations Nomenclature is “SCAN Testbed” and this 
nomenclature will be used in all ISS integration, safety, verification, and operations 
documentation.  Also included are the required support efforts for Mission Integration and 
Operations, consisting of a ground system and the Glenn Telescience Support Center (GRC 
TSC).  This document has been prepared in accordance with NASA Glenn’s Configuration 
Management Procedural Requirements GLPR 8040.1 and applies to the CoNNeCT configuration 
management activities performed at NASA’s Glenn Research Center (GRC).  This document is 
consistent with the requirements of SSP 41170, Configuration Management Requirements, 
International Space Station, and Space Assurance Requirements and Guidelines (SARG). 

This document contains the overall Mission Operations Concept and its details for the CoNNeCT 
Mission. 
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1.0 INTRODUCTION 

1.1 Purpose 

The purpose of this plan is to formalize the CoNNeCT Mission Operations philosophy and 
corresponding organization.  It also points to the more specific documents that further detail the 
design and organization. 

1.2 Scope 

The scope of this plan covers the overall CoNNeCT Mission Operations organization.  Detailed 
requirements, specifications, and interfaces for elements such as the CoNNeCT Control Center, 
the Ground Verification Facility and external entities are beyond the scope of this document. 
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2.0 APPLICABLE DOCUMENTS 

This section lists the NASA/Government and non-NASA/Government specifications, standards, 
guidelines, handbooks, or other special publications applicable to the application of this 
document. 

2.1 Reference Documents 

Reference documents are those documents that, though not a part of this document, serve to 
clarify the intent and contents of this document. 

 

Document Number Reference Document Title

 CoNNeCT Training and Certification Plan 

450-NRD-SCAN Testbed Network Requirements Document 

450-PSLA- SCAN Testbed Project Service Level Agreement 

450-RFICD- SCAN Testbed/SN/NEN RF ICD 

450-SNUG Space Network Users Guide 

453-NENUG Near Earth Network User’s Guide 

GRC-CONN-DBK-0128 Command and Telemetry Data Book 

GRC-CONN-DOC-0152 Modes and States Document 

GRC-CONN-ICD-0167 CoNNeCT Control Center – Telescience Support Center ICD 

GRC-CONN-ICD-0326 Front End Processor ICD and Requirements 

GRC-CONN-ICD-0328 CoNNeCT Control Center – WSC Intermediate Frequency ICD 

GRC-CONN-ICD-0427 CoNNeCT Control Center – CoNNeCT Experiment Center ICD 

GRC-CONN-OPS-0429 CoNNeCT Operational Procedures 

GRC-CONN-PLAN- 0002 Configuration Management Plan 

GRC-CONN-PLAN-0004 Project Plan 

GRC-CONN-PLAN-0130 Science Data Management Plan 

GRC-CONN-REQ-0036 Ground System Requirements Document 

GRC-CONN-REQ-0139 Ground Verification Facility Requirements 

GRC-CONN-RPT-0226 Integrated Availability Analysis Report 

GRC-CONN-RPT-0227 Fault Detection, Isolation, and Recovery Report 

GRC-CONN-SPEC-0114 CoNNeCT Control Center Specification 

GRC-CONN-SRD-0013 System Requirements Document 

GRC-CONN-SRD-0035 Flight System Requirements Document 

SCANTB-FLT-002 SCAN Testbed Payload Hazard Report #2 

 

2.2 Order of Precedence for Documents 

In the event of a conflict between this document and other documents specified herein, the 
requirements of this document shall apply.  In the event of a conflict between this document and 
higher level documents, the higher level documents shall take precedence over this document. 

All documents used are to be the approved versions released as of the CoNNeCT Project Plan 
(GRC-CONN-PLAN-0004) baseline date.  All document changes issued after the baseline 
establishment shall be reviewed for impact on the scope of work.  Nothing in this document 
supersedes applicable laws and regulations unless a specific exemption has been obtained. 
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3.0 DEFINITION 

3.1 Overview and Philosophy 

The first priority of CoNNeCT Mission Operations is to protect the payload, the International 
Space Station (ISS), and its crew.  Beyond that, the priority is to achieve the science objectives.  
The payload is externally mounted to ISS and also not intended to be serviceable while on orbit, 
and therefore requires conservative operational concepts and contingency rules. 

The nature of the science objectives, in which multiple communication connections may be used 
simultaneously, requires coordination of multiple schedules, including that of the Space Network 
(SN), Near Earth Network (NEN), and the ISS interface via the Payload Operations Integration 
Center (POIC).  These schedules need to be also coordinated with available lines-of-sight to 
TDRSS, Wallops Ground Station (WGS) or other communication facilities.  Finally, additional 
constraints, such as the scheduling to avoid the higher radiation levels of the South Atlantic 
Anomaly (SAA), need to be accounted for within operations planning.  As a result, the 
operations will be pre-planned and coordinated with multiple parties. 

The CoNNeCT Project is divided into two Phases: Phase I being design through deployment and 
Phase II being routine operations, with the handover to Phase II happening after completion of 
Checkout and Commissioning on-orbit. 

CoNNeCT also has a different Operations Nomenclature, the SCAN Testbed.  When referring to 
the Flight System and external interfaces, the SCAN Testbed is used, and when referring to the 
Project, CoNNeCT is kept. 

3.2 Architecture 

The CoNNeCT architecture consists of the Flight System and Ground System.  The Flight 
System is defined in other documents, but the Ground System, being the core Mission 
Operations infrastructure, is defined here. 

The Ground System consists of the CoNNeCT Control Center (CCC), the CoNNeCT Experiment 
Center (CEC), the Ground Verification Facility (GVF), and the external ground systems and 
their interfaces located at the Huntsville Operations Support Center (HOSC), White Sands 
Complex (WSC), and Wallops Ground Station (WGS).  Other entities, including the Network 
Integration Center and the Flight Dynamics Facility at Goddard Spaceflight Center, are also 
involved.  The NASA Integrated Services Network (NISN) is the network that connects these 
entities.  Other ground stations beyond WGS may also be used during operations, including 
White Sands 1, APL, and JPL.  WGS is the baseline station due to it being part of the RF ICD 
and other documentation. 

A top-level schematic of the Ground System is shown in Figure 3-1.  A more detailed schematic 
is shown in Figure 3-2.  The CCC, CEC, and GVF are adjacent and located in Building 333 on 
the GRC campus.  The CCC and CEC will be part of the existing Telescience Support Center 
(TSC) that is currently used for other payload operations on ISS.  The TSC has pre-existing data 
connections to the GVF, where similar ground versions of in-flight hardware are used for 
verification and software testing. 
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Figure 3-1—Top Level Schematic of the SCAN Testbed Ground System 
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Figure 3-2—Detailed Schematic of the SCAN Testbed Ground System 
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3.3 CoNNeCT Control Center 

The CCC is the Mission Operations Center for CoNNeCT.  It will reside within the TSC and will 
make use of the existing TSC interfaces to the HOSC.  The CCC will use the TSC data network, 
which is an isolated network from the GRC campus network.  Internet access to external sites 
will also be available via a separate network, both for scheduling and other interfaces such as the 
remote data access server.  In addition, the CCC will leverage the staffing and training 
philosophies already implemented at the TSC for other payloads and will utilize some of the 
same personnel that have experience with other payloads. 

The Workstation area provides space for CoNNeCT workstations (on the TSC data network) and 
NASA ODIN workstations (on the GRC campus network).  It also has voice loop connectivity 
with the MSFC Cadre and the other external interfaces via the GSFC NIC.  The TSC has pre-
established IT capabilities including computer security, switch, firewall, and name server 
functions, and a short-term mass storage capability.  A schematic of the CCC Workstation layout 
is shown in Figure 3-3.  A floor plan of the TSC with the CCC location highlighted is shown in 
Figure 3-4. 

The CCC also encompasses the data storage including the external web server, which provides 
non-real-time access to system data for external parties.   

 

Figure 3-3—Schematic of the CCC Flight Workstation Layout, 
from the CCC-TSC ICD, GRC-CONN-ICD-0167. 
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Figure 3-4—NASA GRC Building 333, Room 150 (Telescience Support Center) 
Layout with CCC and CEC locations highlighted. 

3.3.1 CCC Personnel 

Prior to Routine Operations, personnel levels will depend on the Checkout and Commissioning 
schedule, the scheduled Payload operational periods, and any issues that arise during the process.  
For Phase II and routine operations, a more stable estimate can be made, shown below.  Note that 
formal staffing and the overall organization will be led by the Phase II Project Manager.  The 
projected Mission Operations portion of the Organization is shown in Figure 3-5. 

 

 

Figure 3-5—Routine Operations Organization Diagram 
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A description of each role is as follows: 

 Mission Operations Manager - Leads the Mission Operations team.  Maintains staffing 
and organization of overall effort.  Reports to Project Manager. 

 Scheduler - Performs the scheduling of the Payload with external interfaces and the 
Science team. 

 GVF Manager - Maintains the GVF, GIU and its configuration control. 

 Commander - Real-time Operations role that issues any commands or scripts. 

 Controller - Real-time Operations role that maintains the timeline, monitors telemetry, 
writes OCR and PARs as necessary, and supports the Commander as needed.  The 
Controller also acts as the real-time liaison to the CEC during an experiment. 

 CCC/Data Manager - Manages the CCC data storage and archival and supports CCC 
and CEC implementation.  Serves as CEC liaison for planning and CCC integration. 

Due to the integrated scheduling challenges, there are additional commanders and controllers to 
allow planning for irregular work schedules. 

The Project will also maintain contact with the external interfaces throughout the Project life.  
During actual Operations, the External Interfaces will interface directly with the Operations team 
on console. 

Each position will have backup personnel that are fully trained in that role.  The backups may 
perform another role shown in Figure 3-5 as their primary role.  When the Payload is not within 
a specific Operation, the Operations roles would either be supporting the GIU testing, Payload 
telemetry review, or other needs. 

Operator training will be performed per the CoNNeCT Training and Certification Plan. 

3.4 CoNNeCT Experiment Center 

The CoNNeCT Experiment Center is the real time mission data analysis and interface for the 
Principal Investigator team and any other experimenters involved with the CoNNeCT mission.  It 
is physically adjacent to the CCC and located within the TSC as well.  It is separate from the 
CCC because it is primarily an experimental data center while the CCC is the overall operations 
center.  The physical location is necessary because of the desire to analyze and make adjustments 
real-time during an experimental data link with TDRS or a ground station.  The interface is 
governed by the CCC-CEC ICD, GRC-CONN-ICD-0427. 
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3.5 Ground Verification Facility 

The Ground Verification Facility is adjacent to the CCC within Building 333.  It is a high-bay 
clean room facility and supports multiple missions.  It will be the final location of the GIU and 
will have simulation equipment for SN, NEN, and potentially GPS.  It will have data connections 
to the CCC Workstations to emulate the flight system communication with the CCC. 

The GVF and GIU will be used to support routine flight software testing and verification before 
upload to the flight system.  It will also be available for waveform development and testing as 
well as anomaly identification and resolution.  Its configuration will be controlled such that the 
current flight system replica software load can be loaded for flight software verification as 
needed at the same time as ongoing testing and development. 

3.6 External Ground System Interfaces 

The CCC will have data interfaces with HOSC, WSC, and WGS as shown in Figure 3-2.  The 
HOSC data and voice interfaces are already established for other GRC TSC payloads.  WSC and 
WGS are on the NISN Mission and Corporate networks like HOSC; their data and voice 
requirements are described in the Network Requirements Document, 450-NRD-SCAN Testbed. 

Because of the high data rates and non-standard modulation and coding schemes for the data, 
Front End Processors are needed to convert the raw data streams to internet packets and vice 
versa.  One FEP will be installed at the CCC and two at WSC, one at White Sands Ground 
Terminal (WSGT) and one at Second TDRSS Ground Terminal (STGT).  WSGT and STGT 
have multiple Ground Terminals to receive TDRSS signals as shown in Figure 3-6.  The overall 
layout of WSC is shown in Figure 3-7.  Additional sample information on TDRSS status is 
shown in Figure 3-7 and Figure 3-8.  This information is updated as needed by the NENS 
personnel at GSFC and is available when updates are made. 

The WSC FEPs include interfaces from the Low and High Rate Data Switches, and the IF 
Switch at 370 MHz.  The IF approach is used for Return data modulated and/or coded differently 
than WSC-standard operation and will be used for experimental operations.  Additional 
CoNNeCT hardware may be used at the IF interface at WSC. 

 



Communications, Navigation, and Networking reConfigurable Testbed (CoNNeCT) Project 

Title:  Mission Operations Plan 
Document No.: GRC-CONN-PLAN-0133 Revision: – 
Effective Date: 07/19/2010 Page 10 of 41 

 

1

NENS

FP NENS SGLT 2010 6/16/2010 3:40 PM(6/16/10 Version per WSC SN Long Range Calendar Dated Tuesday,  16 June 2010)

S-Band
W-TT&C

S-Band
S-TT&C

45
SGLT’S

White Sands Complex (WSC)

3* 2 1
SGLT’S

Notes:
1.  Handovers to STGT S-TT&C; WSGT W-TT&C; ETGT TT&C; G-TT&C  (or ATF TT&C for TDZ and TD 271)  performed as needed.   
2.  Original TDRS H/I/J plan was to co-locate/activate a new generation TDRS in East and West; stored spare at 150 West. 
3.  TDRS-I (F9) launched 3/8/02, arrived 150 West 9/30/02.  On-orbit tests completed 2/14//03, NASA accepted 7/03/03.
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TBD) date to be determined.  F1 service terminated 10/21/09 per NAM 930; payloads deactivated 3/25/10; move to super sync orbit 6/05 to 6/30/10.** Spacecraft deactivation complete 7/04/10.

5.  F8/F9/F10 add SMA (upgraded MA) and Ka-band (time shared with Ku-band SA-1 or SA-2) services. 
6.  KSA service remains restricted to RCP on F1, F3 KSA-1 per NASA. 
7.  No normal user support available via White Sands Alternate Resource Terminal (WART).
8.  Dates are based on GMT when events occur near change of day.
9.  F4, F5, F6 and F7 polarization change during an active event requires WSC authorization and GCMR/command. F4 KSA-1F failed 02/14/08. 
10. TDRS-J (F10) launched 12/5/02; arrived 150.764 West 12/16/02; on-orbit tests completed 5/09/03, NASA accepted 5/29/03; drift 150.7 to 040.9  West 7/08/04 to 11/17/04; active as TDE 3/03/05.
11. Reconfiguration: TDRS-I (F9) 150 to 171 West 12/15/03 to 1/17/04; TDRS-G (F7) 171 to 150 West 12/18/03 to 1/08/04; drift to 275 west 6/04/09 to 8/05/09; active as TDZ 08/06/09.  No routine user access to

TDZ SA-1 as of 1/06/10.  TDRS-E (F5) 174 to 173.6 West 4/6/04 to 4/29/04; to 171 West 9/03/04 to 9/09/04. TDRS-4 (F4) 041 to 046 West 3/13/05 to 3/22/05; active as TDS 3/22/05.
12. TDRS-I (F9) operational as TD-171 3/29/04.  Drift to 174.3 West completed 4/21/04; operational as TDW for KSA/SSA/SMA 4/23/04; leave 171 9/23/04 to storage 9/24/04 arrive 062.4 2/23/05.

* No SGLT 3 MA or SMA

One MAF/Five MAR links per SGLT on 1, 2, 4 and 5
SMAF and SMAR for F8/F9/F10 (No legacy MA or DAS support)
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Figure 3-6—Sample TDRS Space Network Configuration 



Communications, Navigation, and Networking reConfigurable Testbed (CoNNeCT) Project 

Title:  Mission Operations Plan 
Document No.: GRC-CONN-PLAN-0133 Revision: – 
Effective Date: 07/19/2010 Page 11 of 41 

 

 

Figure 3-7—Schematic of White Sands Complex, from Figure 3.2 of the Space Network User Guide 
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(No user services authorized from 062.4 or 150 West locations.)

**    Change or update from previous chart.

SA1

SA2

145

Notes:
1. TDRS-1 transferred to WART on 11/10/99; operational for NSF support on 11/20/99.  No normal users support available via WART.
2. TDRS-8 ops as TD-171 with SMA constraint started 4/23/02, ended 3/29/04.  Drift to 174W 4/16/04 to 4/21/04, ops as TDW 4/23/04 to 5/10/06.

Stored 6/14/06; drift to 271 W 2/20/07 to 4/04/07; activated 4/12/07 (not available for general use).
3. TDRS-7 as TD-171 10/22/97 - 5/20/02; drift 171W to 150W 12/18/03 - 1/08/04; drift 150W to 275W 6/04/09 – 8/05/09; activated as TDZ 8/06/09.

TDRS-3 (stored 8/06/09) drift 275W to 049W 8/07/09 to 10/30/09 (status TBD).  TDRS-1 drift 049W to 056.5W 10/24/09 to 11/13/09.
4. KSA restricted to RCP on F1, F3 KSA-1 per NAM 1082.  F4 KSA-1F failed 2/14/08.  TDRS-4 RCP restriction removed 4/04/08 by

NAM 1082.  TDRS-1 stored 10/21/09; payloads deactivated 3/25/10; end of mission (orbit raising) 6/03/10 to 7/04/10.
5. TDRS-9 launch 3/08/02; 150W test 10/14/02 to 2/14/03; stored 2/24/03 drift to 171W 12/15/03 to 1/16/04; activate as TD-171 3/29/04 to 9/20/04.

Leave 171W 9/23/04 stored 9/24/04 arrive 62.4W 2/23/05.
6.  Dotted line approximates ZOE boundary for TDE/TDW; yellow area represents ZOE boundary for TD 171/TD 046 coverage.
7. TDRS 10 launch 12/5/02; arrive 150.7W 12/16/02; test 1/8/03 to 4/11/03; stored 6/24/03; to 40.9W 7/09/04 to 11/17/04; active as TDE at 3/03/05.
8. TDRS-5 drift from 174W to 173.6W 4/06/04 to 4/29/04; active as TD-172 for legacy MA 4/23/04 (no SSA/KSA) leave 173.6W 9/03/04 to 171.4

9/07/04; activated as TD-171 9/20/04 and relocated to 167.5 W on 11/12/08 (NAM 660 Rev. 2).
9. TDRS-6 drift to 173 W 3/08/05 to 7/22/05; activated as TDW 5/10/06 and relocated to 171W on 11/28/08 (NAM 660 Rev. 2).
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Figure 3-8—Sample TDRS Location and Zone of Exclusion 



Communications, Navigation, and Networking reConfigurable Testbed (CoNNeCT) Project 

Title:  Mission Operations Plan 
Document No.: GRC-CONN-PLAN-0133 Revision: – 
Effective Date: 07/19/2010 Page 13 of 41 

 

1
NENS

FP NENS P-L 2010 6/17/2010 1:33 PM

15

SAT A (1300)
Deactivated

No users
Note 13

LCP   RCP 

TDRS-1 (F-1)

1

2

3

4

5 10

LCP  RCP

MA

SA-2

SA-1

8

MA

TDRS-1   (A)   DOY 094      4 Apr 83      1830Z       STS-6       Challenger
TDRS-2   (B )  DOY 028    28 Jan 86      1638Z      STS-51L    Challenger
TDRS-3   (C)   DOY 273    29 Sep 88      1537Z       STS-26     Discovery
TDRS-4   (D)   DOY 072    13 Mar 89      1357Z       STS-29     Discovery 
TDRS-5   (E)   DOY 214      2 Aug 91      1502Z       STS-43     Atlantis 
TDRS-6   (F)   DOY 013    13 Jan 93       1359Z       STS-54     Endeavour
TDRS-7   (G)   DOY 194    13 Jul 95       1341Z       STS-70     Discovery
TDRS-8   (H)   DOY 158      6 Jun 00      1256Z       Atlas IIA 
TDRS-9   (I)    DOY 304       8 Mar 02      2259Z  Atlas IIA   
TDRS-10 (J)   DOY 339       5 Dec 02      0242Z      Atlas IIA

1.    TDRS-1 KSA Forward Diplexer failed 10/20/83.
2.    TDRS-1 SSA Forward Diplexer failed 11/28/86.
3.    TDRS-1 SSA Return (P) Frequency Synthesizer failed 9/3/91;  SSA Return (R) Frequency Synthesizer/Return Processor inoperative in present configuration 10/19/94.
4.    TDRS-1 KSA 1W (KSA 2A), KSA 2W (KSA 2B) failed 11/18/83 and 4/9/92.
5.    TDRS-1 MA Element #10 failed 7/5/89.
6.    TDRS-3 SAC-2 switching anomaly due to blown fuse, 01/16/90.  KSA polarization switch failed in LCP.  S-Band polarization switching via redundant Polarity Coils: 

LCP = TCMD, 1476   RCP = TCMD, 0777
7.    TDRS-3 C/No degraded up to approximately 3.5 dB.  KSA-2 return configured via redundant Paramp down converter pair as a result of the SAC-2 switching anomaly

on 01/16/90.  Refer to SOAR 100-3 and 104-3.
8.    TDRSS 1,3 KSA Fwd/Rtn restricted to RCP per NASA.  TDRS-4 RCP restriction removed 4/04/08 by NAM 1082.
9.    TDRS-5 SSA 1E failed on DOY 149 (5/29/94) at 0055Z.
10.  TDRS-1 currently configured for the Primary Return Processor;  C/No degraded approximately 10 dB when using the Redundant Return Processor. 
11.  TDRS-5 Composite Downlink TWTA5/UC degraded on DOY163 (6/11/96); switched to TWTA6/UC.
12.  TDRS-3 SSA 1W failed on DOY 156 (6/4/96) at 0445Z.
13.  TDRS-1 composite downlink TWTA3/UC replaced with dedicated TWT A2/UC.  TWTA #3 failed due to high Helix Current 6/14/99.  User service terminated 10/21/09

per NAM 930.  Payloads deactivated 3/25/10.  End of mission 6/03/10 to 7/04/10.  Orbit raising/fuel depletion start 6/5/10; complete approximately 7/2/10.  
14.  TDRS-5 KSA 1E replaced by KSA 2E on DOY 131 (5/10/00) at 0830Z.  Increased Helix current and degraded EIRP following a CPE/CTE anomaly and subsequent

under voltage on 9/27/99.
15.  TDRS 5 through 10 polarization change during an active event requires coordination with WSC for authorization and WSC will transmit GCMR/command.  TDRS-4

polarization change permitted by NAM 1082.
16.  TDRS-8 SMA performance shortfall per NAM 1082.
17.  TDRS-9 activated as TD-171 on 03/29/04.  Arrived 150 W 9/30/02 on orbit tests complete 2/14/03; stored 2/24/03; accepted by NASA 7/03/03.
18.  TDRS-7 stored 5/20/02 with no user support; drift from 171 to 150 W 12/18/03 to 01/08/04; drift from 150 W to 278.5 W 6/04/09 to 8/05/09; activated as TDZ (TD275

08/07/09; drift to 275 W 08/07/09 to 08/19/09 per NAM 871.  No SA-1 routine user access as of 1/06/10.
19.  TDRS-10 arrived 150.7 W 12/16/02; co-located with TDRS-7

at 150 W.  On-orbit tests completed 5/9/03; accepted by NASA 5/29/03 and configured for storage6/24/03; drift from 150 to 40.9 W 7/08/04 to 11/17/04.  Active as TDE
3/03/05.

20.  TDRS-3 SA-1 Pitch Gimbal intermittent movement monitoring by WSC.  TDRS-3 composite KSA switched from TWTA 6 to 1  on 01/07/04 due to rising helix current.
Drift from 275 to 049 W 08/07/09 to 10/30/09; user service to be announced (NAM TBD).

21.  TDRS-5 KSA-1 return dropout monitoring per NAM 763.  TDRS-5 SSA-2 return dropouts NAM 730; closed to NAM 11 Rev. 2; opened 10/26/06 to NAM 212; replaced
by NAM 391 with no change in status.

22.  TDRS-5 KSA1F failed TWT (no spare) NAM 1082.  KSA-2F degraded; replaced by spare 8/02/07 (NAM 362 Rev. 5).
23.  TDRS-5 KSA1R TWTA 5 HELIX current spiked on 7/23/04 to a maximum of 3.3 milliamp, indicating impending failure.  Replaced with TWTA 3 on 8/24/04. (Reference

CDS 36445.)
24.  TDRS-4 to Ops as TDS 3/22/05; KSA1 Forward prime TWTA degraded; operating on backup as of 7/26/05, no redundancy; failed 2/14/08.  KSA-2 Forward below

specification WSC monitoring performance.
25.  TDRS-6 to Ops as TDW 5/10/06; KSA-1 SGL degraded; switched to spare TWTA 12/05/06 (two additional spares remain).
26.  TDRS-5 repositioning 171 to 167.5 W; 10/02-11/12/08; TDRS-6 174 to 171 W 10/24 to 11/28/08 per NAM 660 Rev 2
27.  TDRS-4 eclipse season (start 1/23/10 per NAM 999)  ended 3/22/10.  NAM 1017 (scheduling restrictions) closed 3/24/10.  Next eclipse 7/24/10 to 9/25/10** NAM TBD.
28.  Ground rules for SGLT 7 operations (normally assigned to TDRS-8; not available for general use) identified 3/03/10 by NAM 1029.

Original by N. Gomez/WSC (Modified  by F. Pifer/GSFC)
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Figure 3-9—Sample TDRS Payload Status
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3.7 Data Management 

The overall Project data management plan will be coordinated with the Science Data 
Management Plan, GRC-CONN-PLAN-0130.  In addition, the TSC Security Plan is being 
updated for the addition of the CCC, CEC and corresponding hardware and interfaces. 

All flight data will be stored at the CCC in redundant data storage systems for the life of the 
Flight System plus two years.  The POIC also stores data that is transferred through its services, 
the Primary Path for the SCAN Testbed.  In addition, the flight data will be made available 
external to the CCC via a secure server with approved user accounts.  The Project will manage 
the server and its accounts. 

Any SBU or other protected data such as experimenter and company proprietary data will be 
handled as such at each storage location. 
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4.0 REQUIREMENTS 

CoNNeCT Mission Operations is supported by the CoNNeCT Ground System, which was 
further defined in Section 3.  Requirements for the CoNNeCT Ground System are defined in the 
Ground System Requirements Document (GSRD), GRC-CONN-SRD-0036, the CCC 
Specification, GRC-CONN-SPEC-0114, and the GVF Requirements Document, GRC-CONN-
REQ-0139.  Requirements for the external interfaces beyond the HOSC interface are defined in 
the NRD, 450-NRD-SCAN Testbed. 
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5.0 MISSION OPERATIONS 

The CoNNeCT mission is divided into two phases: Phase I consists of Design, Development, 
Testing, Launch and Deployment, and Checkout and Commissioning; Phase II consists of 
Routine Operations and is begun after successful completion of the Commissioning Phase with 
the Post-Launch Acceptance Review being the transition review. 

5.1 Pre-Launch Reviews 

The following reviews will be held before launch to evaluate the overall mission readiness. 

5.1.1 Operational Readiness Review (ORR) 

Per NPR 7120.5D, “the ORR examines the actual overall system (all projects working together) 
characteristics and the procedures used in the system or product’s operation and ensures that all 
project and support (flight and ground) hardware, software, personnel, and procedures are ready 
for operations and that user documentation accurately reflects the deployed state of the entire 
system.” 

5.1.2 Mission Operations Readiness Review (MORR) 

Per the Network Requirements Document, a separate Review will be held to focus on Mission 
Operations and integration of the Network entities including the Space Network, Near Earth 
Network, and NISN. 

5.1.3 Flight Readiness Review (FRR) 

Per NPR 7120.5D, “the FRR examines tests, demonstrations, analyses, and audits that determine 
the overall system (all projects working together) readiness for a safe and successful 
flight/launch and for subsequent flight operations.  It also ensures that all flight and ground 
hardware, software, personnel, and procedures are operationally ready.” 

5.2 Launch and Deployment 

Launch and deployment of the Flight System are done with the operational power off so 
CoNNeCT Mission Operations support is not required.  However, for deployment, the Project 
team will monitor the activity and be available if contingencies arise with installation. 
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5.3 Checkout and Commissioning 

Checkout and Commissioning verify the on-orbit readiness of the SCAN Testbed infrastructure 
and SDR-based communication system to conduct experiments. 

5.3.1 Checkout 

Checkout is the post-launch validation and deployment performance of the flight system 
infrastructure and communication system (separate from the SDR technology) compared with 
the pre-launch verification testing.  Checkout will include on-orbit assessment of the Avionics, 
subsystems’ (heaters, SDR, RF, gimbal) power and control by Avionics, time synchronization, 
S-band amplifiers (within the SDRs), and the TWTA.  Also included in Checkout are the S-band 
fixed antenna performances and gimbaled antenna system performance and tracking capabilities 
for both open-loop control S-band and closed-loop control Ka-band (if software is present at 
launch).  It also includes validation of the power consumption and thermal environment and 
control.  Operations with the HOSC using the primary path from the CoNNeCT Control Center 
(CCC) are verified during Checkout.  The primary path will be used for all command and 
telemetry exchange with the flight system during Checkout.  The Checkout schedule is shown in 
Figure 5-1.  The primary events are described below: 

5.3.1.1 Avionics Checkout 

The Avionics is powered on for the first time and its initial telemetry is received.  Several initial 
tests are conducted: the telemetry is reviewed and evaluated to assess initial Flight System 
health.  Initial commands (including time-executed commands) are sent to test command 
capability.  The power and thermal profiles are analyzed and compared to pre-launch test data.  
The clock is set and synced.  The memory is downloaded to the CCC and compared to the 
expected memory.  Heater power and control is analyzed. 

5.3.1.2 Subsystem Health, Telemetry, Power, Thermal Profile 

Each radio and the RF subsystem are each powered on separately, and their initial telemetry, 
power, and thermal profiles, and ability to communicate with the Avionics is investigated.  Each 
clock is also synced to the Avionics clock.  The Avionics clock is also synced with the CCC 
clock reference.  The TWTA is also powered on for the first time and the power profile and is 
analyzed. 

5.3.1.3 Subsystem Command/Control 

Each radio and the RF subsystem is again powered on and initial commands are sent and tested.  
The APS is also powered on and commanded for the first time.  Its initial telemetry is evaluated 
and then the launch locks will be removed.  The APS will then be moved through its operational 
range without MGA or HGA radiation to test and evaluate motion. 

5.3.1.4 Antenna Characterization 

Each antenna will be evaluated without radiating from the antennas by evaluating Forward 
signals only.  Antenna sweeps will be done to understand in-flight antenna patterns.  The 
scheduling for each antenna will be done as possible to maximize availability.  As such, multiple 
antennas may undergo testing concurrently throughout the scheduled period. 
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5.3.1.5 APS Characterization 

The MGA open loop and HGA closed loop control algorithms will then be tested, again without 
radiation from the radios.  For the MGA open loop test, the pointing ability is tested and the 
boresight is evaluated.  The HGA closed loop test is similar.  An open loop test is first and then 
the closed loop test is next, to compare and isolate components of the control system. 

If possible, an MGA closed loop test is also envisioned, where the closed loop algorithm is tested 
with the much wider beamwidth MGA once the open loop capability is understood. 

5.3.2 Commissioning 

Commissioning is the post-launch validation of the SDR technology aspects of the 
communication system, using a single (and most basic) configuration for acquisition testing.  
Commissioning involves sending and receiving data using the experiment path to exchange data 
with the SDRs. Exchanging data over the experimental path will verify NISN connection 
between the CCC and WSC.  The SDRs configuration will provide a robust RF link with TDRSS 
with a goal of the SDRs acquiring the forward link signal from WSC and sending a signal to 
WSC for its demodulator acquisition.  Data at the ground will originate/terminate at the CCC.  
CCC Space Network Operations (e.g. operations procedures, scheduling service, exercising 
TDRSS commands (GCMRs), if necessary, verifying UDPs) will be verified as part of Phase I 
Commissioning.  The primary path will be used for all command and telemetry exchange with 
the flight system during Phase I Check-out/Commissioning.  The experimental path will be used 
for data exchange with the SDRs during Commissioning.  The Commissioning schedule is 
shown in Figure 5-2.  The primary events are described below: 

5.3.2.1 Experimental Path Tests 

The entire Experimental Paths are tested, now including the Flight System on the ISS, along with 
the Ground System, which has already been tested. 

5.3.2.2 SDR Commissioning 

Each SDR is tested individually, first with a Forward link and then a simple Return link. 

5.3.2.3 GPS Commissioning 

The GPS Commissioning is a GPS Receive event evaluating the GPS portion of the JPL radio. 

5.3.2.4 Post-Commissioning 

Upon completion of the Post-Launch Acceptance Review, the Project enters Phase II Routine 
Operations.  The initial experiments (launch waveform and baseline network capability) verify 
pre-launch capability.  The initial step of the experiments will begin during Commissioning 
(SDR waveform acquisition) and complete as a performance characterization experiment, whose 
objectives will be met over time and not completed during the Commissioning time period. 
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Figure 5-1—Checkout Timeline with Duration Estimates 

BLUE indicates only ISS (power, data) scheduling is necessary; BLACK indicates ISS and SN scheduling are necessary; GREEN indicates ISS and 
NEN scheduling are necessary.  The order of SDR events in lines 15-17 is arbitrary. 
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Figure 5-2—Commissioning Timeline with Duration Estimates 

BLUE indicates only ISS (power, data) scheduling is necessary; BLACK indicates ISS and SN scheduling are necessary.  The order of SDR 
commissioning is arbitrary. 
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5.4 Phase II Routine Operations Overview 

Routine Operations are organized into four phases: Administrative Activities, Pre-Operation, 
Operation, and Post- Operation.  The Administrative Activities encompass the routine day-to-day 
integration activities required to plan and schedule future operations (and configure and maintain 
ground systems).  The Pre-Operation phase includes the preparation and testing of the flight 
software for a particular flight experiment.  During the Operations phase, experiments are run 
and the resulting telemetry and experiment data is analyzed in real-time or near real-time and 
archived for future reference.  The Post-Operation phase includes the review, annotation, 
trending, and post-processing of all telemetry and data. 

5.4.1 Administrative Activities Phase 

The Administrative Activities Phase is primarily focused on planning and scheduling for 
upcoming Operation.  Planning and scheduling will encompass both long-range, ISS increment-
based mission forecasts and weekly Operational timelines.  Advanced planning for ISS mission 
operations increments will begin several months prior to the next increment.  Section 5.3.1.1 
details these activities.  Advanced planning for each weekly timeline will begin approximately 
five weeks prior to successfully prepare for the Operations, identify science needs and equipment 
issues, and schedule the appropriate activities and services (ISS/HOSC/POIC, SN, and NEN 
operations).  Section 5.3.1.2 details the week-by-week timeline. 

5.4.1.1 International Space Station (ISS) Mission Operations Increment 
Timeline 

Typical ISS increments track with crew rotations, which occur approximately every six months.  
ISS is a complex vehicle and it requires a great deal of upfront planning to successfully operate.  
With limited resources, both in terms of power and data resources and available crew time, the 
ISS planners have to ensure that everyone’s needs are met.  Long term scheduling is 
accomplished using the “On-Orbit Schedule” or OOS.  The OOS contains a great deal of detail 
and considers every aspect of ISS mission operations (including crew rest, meal times, outages, 
and others).  The operational needs of CoNNeCT will be one of many items that will need to be 
considered in the integrated OOS schedule.  Since CoNNeCT will not be competing for crew 
time, it will be easier for its operational needs to be met.  As a part of the scheduling process, 
CoNNeCT will be expected to provide mission operations forecasts for the next six month long 
increment several months before the increment begins.  This will allow the increment schedulers 
adequate time to integrate CoNNeCT’s mission operations needs in with all of the other 
scheduled activities.  CoNNeCT will be somewhat unique with regards to other ISS experimental 
payloads.  Most ISS experiments are not time dependent (they can begin at any time).  To be able 
to operate, CoNNeCT needs to have operations windows that correspond to the service windows 
for the SN and NEN.  The six month look-ahead forecast for CoNNeCT will be generated using 
the same line-of-sight models that are used for short-term planning.  The resulting long range 
forecast will provide projected CoNNeCT operations windows for the entire six month 
increment.  The projected CoNNeCT six month operations forecast will be scrubbed for outliers 
and submitted to the HOSC/POIC approximately two months prior to the next operations 
increment.  Following successful review and integration, the “final” OOS is released one month 
prior to the start of the next ISS operations increment.  As a forecast, the actual CoNNeCT 
operations windows are expected to evolve over the entire six month ISS operations increment.  
Changes to the schedule will be provided (and negotiated) as a part of the five week routine 
operations timeline (which follows). 
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5.4.1.2 Five Week Routine Operations Timeline 

The Routine Operations timeline is shown in Figure 5-3. 

T-4 Weeks 

 Mission Operations Scheduler generates predicted unocculted SN & NEN viewing 
opportunities for the future Operational Week.  These potential viewing opportunities are 
provided by the Mission Operations Manager to the Science PI for review. 

 The Science PI responds to the Mission Operations Manager with a prioritized request for 
viewing opportunities 

 Using the prioritized Science PI inputs, the Mission Operations Manager develops a 
projected service forecast (allocating operations opportunities to Science and for other 
needs [including software uploads and system maintenance]).  Note: this service forecast 
is expected to be oversubscribed (i.e., the Mission Operations Manager will typically 
request more service opportunities than the service providers will be able to supply).  
This will allow all parties the greatest opportunity to negotiate for services. 

T-3 Weeks 

 The Scheduler submits the initial oversubscribed forecast to HOSC/POIC, SN, NEN 
service providers for review. 

 Negotiations are conducted by the Mission Operations Manager with the PI, 
HOSC/POIC, SN, and NEN to maximize science return, resolve service schedule 
conflicts, and make the best possible use of everyone’s limited resources.  The final 
negotiated product provides a proposed forecast for future services. 

 Based on the proposed forecast for future services, the Science PI begins ground testing 
of flight software using the GVF (and other facilities) to ensure that the software is ready 
for upload and test. 
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T-2 Weeks 

 Mission Operations Scheduler updates predicted unocculted SN & NEN viewing 
opportunities for the future Operational Week as needed for final check before service 
commitments. 

 Assuming that all conditions for operations have been met satisfactorily, the Mission 
Operations Manager establishes a final service commitment with the HOSC/POIC, SN, 
NEN, and CCC. 

 The Mission Operations Manager develops a personnel schedule for the Operational 
Week. 

 The Mission Operations Manager, and the Spacecraft Systems / GVF manager establish 
the final flight software configuration on the GVF and conduct testing to ensure system 
readiness for operations. 

 Flight Software that requires a POIC Operational Change Request is electronically 
submitted for review to POIC. 
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Figure 5-3—Routine Operations Timeline 
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T-1 Weeks 

 The final timeline is developed based on service commitments received from the 
HOSC/POIC, SN, and NEN. 

 Final Commands and Scripts are developed, tested on the GVF in the flight 
configuration, compiled for operations on the flight system, and verified for flight 
element operations. 

 Final pointing vectors are generated and included in Flight Software loads. 

Operational Week 

 Once all operational constraints have been met, power is applied to the flight system by 
the PRO (HOSC/POIC) and the system is allowed to stabilize.  Operations will begin 
well in advance of radiating any energy from/to the CoNNeCT radios.  As an ISS 
payload, there will be power and command / telemetry data available prior to line-of-
sight Acquisition of Signal (AOS) with the SN or NEN.  This independent path will allow 
CoNNeCT operations personnel to perform maintenance and upload software patches / 
waveforms / files to the flight element without interfering with SDR operations windows. 

 Once the flight systems have been deemed to be ready to support operations, verified 
Flight Software is transferred from the Payload MDM as needed, verified to be intact, 
and loaded according to the mission operations timeline. 

 Payload telemetry is continuously reviewed for anomalies or trends towards negative 
conditions. 

 Science Mission Operations are conducted according to timeline.  All telemetry and 
science data will be archived and provided in near-real time to the Science PI during the 
active operations window. 

 Real time flight system data is continuously reviewed for anomalies and performance. 

 The CoNNeCT operations team (in coordination with the HOSC/POIC) will begin an 
orderly shutdown of the flight elements according to the experiment plan. 

  



Communications, Navigation, and Networking reConfigurable Testbed (CoNNeCT) Project 

Title:  Mission Operations Plan 
Document No.: GRC-CONN-PLAN-0133 Revision: – 
Effective Date: 07/19/2010 Page 26 of 41 

 
T+1 Week 

 Post-operations, flight element telemetry (and science data) is evaluated by the 
CoNNeCT mission operations team for anomalies and performance (including trending).  
All operations notes and annotations will be included along with data files in the long 
term archive. 

 Science data may occasionally require post-processing prior to dissemination to the 
Science PI.  If processing is required, it will be performed by the CoNNeCT operations 
team and the resulting data will be archived and provided to the PI. 

 Final lessons learned will be briefed to the collective operations/Science team and 
recorded for future use. 

During a typical operational week, the timeline activities will overlap each other (as shown in 
Figure 5-4).  That means that while one operational week is occurring, the operations team will 
be conducting five separate weekly activities simultaneously.  This will establish an operating 
rhythm that will allow the efficient use of resources while maximizing science return. 

 

 

Figure 5-4—Overlapping Weekly Operations 
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5.4.1.3 Timeline Planning 

The T-4 Week availability analysis activity described in Section 5.3.1.2 requires multiple 
constraints to be considered.  These constraints include, but are not limited to the following: 

 ISS obscuration of each antenna 
 Payload obscuration of each antenna 
 Earth obscuration of each antenna 
 Antenna pattern and link margin limitations 
 Gimbal travel limitations 
 Lines-of-sight to SN and NEN 
 SN, NEN, and HOSC Service availability 
 ISS Operation constraints such as Extra Vehicular Activities (EVAs) or vehicle docking 
 South Atlantic Anomaly avoidance 
 Thermal limitations 
 Science team limitations (minimum usable service lengths for each RF band, etc) 

These constraints must be carefully considered during the analysis phase to ensure that all 
constraints are met and the maximum science possible is conducted during the actual Operation 
week.  Computer models will be used to identify potential line-of-sight opportunities for both the 
SN and NEN.  These models can be used to predict line-of-sight opportunities over very long 
periods of time (months to years).  These long term predictions will be shared with the 
HOSC/POIC to aid in their long term schedule development.  Although these long term 
schedules are not binding, they can help the HOSC/POIC to understand (and plan for) 
CoNNeCT’s long term operational needs.  These inputs will become a part of the HOSC/POIC 
“On-Orbit” Schedule (OOS) which shows a detailed long term operations projection for ISS. 

Promising line-of-sight opportunities are further analyzed to ensure link closure and thermal 
limitations are met.  A summary operations forecast, utilizing all of the pertinent model data, will 
then be generated and shared with all of CoNNeCT service providers (SN, NEN, and 
HOSC/POIC) showing potential operations activities. 

An example of the ISS and Payload obscuration for the Zenith LGA is shown in Figure 5-5; the 
obscuration for the Nadir LGA is shown in Figure 5-6.  The antenna masks are shown in 
Figure 5-7. 
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Figure 5-5—ISS and Payload Obscuration for the Zenith LGA. 
Source: CoNNeCT Project Link Book, GRC-CONN-PLAN-0103 

 

Figure 5-6—ISS and Payload Obscuration for the Nadir LGA. 
Source: CoNNeCT Project Link Book, GRC-CONN-PLAN-0103 
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Figure 5-7—ISS Antenna Field-of-View Mask 

5.4.1.4 Service Scheduling 

Once the operations forecast models have been exercised (with the appropriate constraints) and 
the results have been integrated into the availability analysis tool, a detailed listing of Week 5 
(execution week) operations opportunities will be generated.  This listing will be broken down 
by RF band, AOS / LOS times and the specific communications service required (i.e. NEN and 
SSA, SMA, KSA [and the specific TDRS satellite expected to host the service]).  This list will be 
shared by the Planner / Scheduler with the Science PI.  The Science PI will then make a formal 
request to the Planner / Scheduler for specific viewing opportunities.  The Planner / Scheduler 
will then use the vetted operations opportunities list to make a service request to the SN (using 
Space Network Access System [SNAS]) and the NEN (using Wallops Orbital Tracking 
Information System [WOTIS]). 
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5.4.1.4.1 SNAS Planning and Scheduling 

The SNAS provides Space Network (SN) customers with a network interface to the Network 
Control Center Data System (NCCDS), located in the Data Services Management Center 
(DSMC) for the purpose of planning and scheduling SN services.  Among the systems currently 
available to SN customers for scheduling are the User Planning System (UPS) and the SN Web 
Services Interface (SWSI).  The UPS offers a full set of features and tools for SN customers.  
The SWSI was designed to provide a simple low-cost network-based option for SN customers 
who want quick turn-around scheduling flexibility.  Most generic flight missions provide the SN 
service requests three weeks in advance of the actual operation.  Over the ensuing weeks leading 
up to the actual operations, a series of schedules are created, deconflicted, and published by the 
SN community.  Individual mission users are encouraged to review these schedules and submit 
schedule change requests (if needed) during this time.  One week prior to actual operations, the 
SN “Confirmed Schedule” is finalized and published (guaranteeing operations for the following 
week).  In an effort to better utilize the SN resources, gaps in scheduled SN operations are 
published (the TDRSS Unused Time or TUT).  SNAS provides tools that allow users to schedule 
operations during TUT windows and these operations can be scheduled as late as one day prior 
to the actual OP (on a first come, first served basis).  It is currently anticipated that CoNNeCT 
will periodically utilize TUT windows to maximize its utility.  The use of these windows will 
need to be balanced against the scheduling limitations of other service providers (most 
noticeably the HOSC/POIC, who has to balance the power and data handling requirements of 
many users).  Finally, the SN is capable of providing real time, emergency services for missions 
in distress.  CoNNeCT will not utilize these services and will instead utilize the primary ISS data 
paths for recovery from anomalous conditions. 

5.4.1.4.2 WOTIS Planning and Scheduling 

WOTIS provides Near Earth Network (NEN) customers with a network interface to the Ground 
Network Scheduling Office (GNSO).  Similar to SNAS, WOTIS can be used to schedule antenna 
time, staff time (to handle equipment configuration changes and perform conflict resolution), and 
provide pointing vectors for the ground antennas.  Customer service scheduling inputs are 
generally received electronically three weeks in advance.  These inputs are combined with 
similar inputs from other customers, deconflicted, and a “Strawman Schedule” is published 
(usually on the following Thursday).  Once the Strawman Schedule had been published, 
customers are encouraged to submit weekly corrections (usually on Mondays).  One week prior 
to actual operations, the NEN publishes the NEN “Operations Schedule” (guaranteeing 
operations for users).  Currently the NEN does not provide near real time services like the SN.  
The NEN is capable of providing real time, emergency services for missions in distress.  
CoNNeCT will not utilize these services and will instead utilize the primary ISS data paths for 
recovery from anomalous conditions. 
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5.4.1.4.3 HOSC/POIC Planning and Scheduling 

The planning process for the ISS starts with a payload laying out their long term operations for 
an entire increment.  Based on the inputs of the payload complement, the Payload Planning 
Manager (PPM) develops a timeline for the increment, negotiating and resolving conflicts with 
other payloads and with the station systems.  The resulting plan is documented in the On-Orbit 
Schedule (OOS) which is finalized approximately one month prior to increment start (I-1m).  
Closer to the actual operations week, the HOSC/POIC publishes the “Weekly Look-Ahead Plan” 
(WLP), an update to the OOS summarizing all of the activities planned on each day for a 
particular week of the increment.  It is developed weekly by the PPM and published 10 days 
prior to the execution week.  Finally, seven days prior to execution day, the PPM publishes the 
“Short Term Plan” (STP), a detailed schedule for a particular day of the increment originating 
from the WLP. 

5.4.2 Pre-Operations Phase 

The Pre-Operations Phase approach and timeline will depend on the specific operations that are 
planned for the Operation Phase.  This phase is run independently of the Administration 
Activities and it is intended to provide a structured approach to preparing for the Operational 
Phase.  Since there will be multiple, simultaneous mission-related activities happening 
concurrently during the Pre-Operations Phase, the Mission Operations Manager, Commander, 
and Controller will work closely to integrate the specific mission operations elements needed to 
conduct successful future operations.  These activities will include (but will not be limited to): 

 Script file / data file, command package development, certification, and configuration 
control for the operations period. 

 Oral and written pre-operations status briefing detailing all of the relevant elements. 

  



Communications, Navigation, and Networking reConfigurable Testbed (CoNNeCT) Project 

Title:  Mission Operations Plan 
Document No.: GRC-CONN-PLAN-0133 Revision: – 
Effective Date: 07/19/2010 Page 32 of 41 

 
5.4.3 Operation Phase 

The Operation Phase approach and timeline will depend on the specific operations that are 
planned for that Operation Week.  For each operation, a detailed timeline will be developed.  
Timelines are described in Section 5.3.5.  Several steps will be common for any operation, as 
shown here: 

 System Power on and initial self-test 

 At Payload Acquisition of Signal (AOS), 

o Confirm Payload status against ground image. 

 If nominal, conduct nominal timeline. 

 If off nominal, begin contingency operations procedure. 

 During a nominal contact, 

o Monitor all Payload subsystem telemetry, 

o Upload the next Stored Program Sequence, (if applicable). 

5.4.4 Post-Operation Phase 

After an Operation is complete, the corresponding data will be processed (as needed), evaluated, 
trended, annotated, and archived for long-term storage.  Science data will be prepared and 
delivered to the PI (as needed).  All telemetry data, including data that occurred prior to the 
establishment of RF links, will be analyzed to identify long term trends. 

5.4.5 Operational Timelines 

Preliminary operational timelines have been developed for specific operations combinations, 
single and multiple SDR operations and antennas.  These form the basis for the operational 
procedures used during the actual mission.  An example is shown in Figure 5-8.  The complete 
set of timelines is in the draft Operational Procedures document, GRC-CONN-OPS-0429.  The 
table of timelines is shown in Table 5-1. 
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Figure 5-8—Example Operational Timeline for an Experiment using the Ka-band 
High Gain Antenna and the Harris SDR.  This is Timeline 5 in Table 5-1 
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Table 5-1—Scenario List and corresponding Timelines.  More information is 

available in the draft Operational Procedures document, GRC-CONN-OPS-0429 

Ops 
CFG 

Mission 
Ops Timeline 

E2E 

Network NEN SN (SA,SMA,MA) SN (SA,SMA,MA) SN (SA) GPS 

Band S S S Ka L1, L2, L5 

SCaN TB NLGA MGA ZLGA HGA GPSA 

Data Rate MDR MDR/LDR VLDR HDR/VHDR 

0000J 1,2,3,4 1,3  JPL 

000H0 5,6 5,6  HC 

000HJ    HC JPL 

00G00 7,8,9 7,8  GD 

00G0J    GD JPL 

00GH0    GD HC 

00J00 10,11 10,11  JPL 

00J0J    JPL JPL 

00JH0    JPL HC 

00JHJ 23,24,25 23  JPL HC JPL 

0G000 12,13,14 12,14  GD 

0G00J    GD JPL 

0G0H0    GD HC 

0GJ00 26 26  GD JPL 

0GJ0J    GD JPL JPL 

0J000 15,16 15,16  JPL 

0J00J    JPL JPL 

0J0H0    JPL HC 

G0000 17   GD 

G000J    GD JPL 

G00H0    GD JPL HC 

G0J00    GD JPL 

G0J0J    GD JPL JPL 

GJ000    GD JPL 

GJ00J    GD JPL JPL 

J0000 18, 19   JPL 

J000J    JPL JPL 

J00H0    JPL HC 

J00HJ    JPL HC JPL 

J0G00    JPL GD 

J0G0J    JPL GD JPL 

JG000    JPL GD 

JG00J    JPL GD JPL 

New 20  WF Upload/Checkout to CoNNeCT via TDRS to S/Ku-Band ISS 

New 21  WF Upload/Checkout to CoNNeCT via MGA (GD or JPL SDR) 

New 22  WF Upload/Checkout to CoNNeCT via HGA (HC SDR) 

New 27   GD GD HC 

New 28   JPL JPL HC 

New 29, 30   GD HC JPL 

 

5.5 Contingency Operations 

Contingency operations are governed by the CoNNeCT Fault Detection, Isolation, and Recovery 
Report, GRC-CONN-RPT-0227. 
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6.0 FLIGHT RULES AND PAYLOAD REGULATIONS 

The Flight Rules outline decisions planned in advance to minimize the amount of real-time 
discussion regarding issues affecting safety of the station and crew and mission objectives.  They 
are defined in NSTS-12820, ISS Operational Flight Rules and are input at L-7 months. 

The Payload Regulations define responsibilities, procedures, and rules for payload operations.  
They also records payload decisions agreed to in advance to minimize the amount of real-time 
discussion that does not affect safety or Station integrity.  They are defined in POIF-1012, ISS 
Payload Regulations and are also input at L-7 months. 

The following are the currently known Flight Rules and Payload Regulations. 

6.1.1 Flight Rules 

FR1.  SCAN Testbed will be powered off during EVA, EVR, and visiting vehicle docking 
activities that are closer than the Allowable Exposure Zones listed in Attachment 1 of the 
Payload Hazard Report #2, SCANTB-FLT-002, shown in Figure 6-1. 

6.1.2 Payload Regulations 

PR1.  The SCAN Testbed is designed to withstand a maximum of 6 hours without heaters.  
Power for the heaters can come directly from the 120 VDC ELC or through the payload 
(supplied by the 28 VDC ELC line). 

PR2.  The POIC has the authority to send TBD-001 commands on behalf of the CCC. 

PR3.  The SCAN Testbed will be powered off when traveling through the South Atlantic 
Anomaly as defined in the Integrated Availability Analysis Report, GRC-CONN-RPT-
0226. 
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Figure 6-1—Attachment 1 from Payload Hazard Report #2, SCANTB-FLT-002 
showing Allowable Exposure Zones for the S-band and Ka-band Radiation 

during EVA, EVR, and Visiting Vehicles 
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APPENDIX A ACRONYMS AND ABBREVIATIONS 

A.1 Scope 

This appendix lists the acronyms and abbreviations used in this document. 

A.2 List of Acronyms and Abbreviations 

Table A-1—Acronyms 

AEZ Allowable Exposure Zone 

AOS Acquisition of Signal 

CCC CoNNeCT Control Center 

CDR Critical Design Review 

CEC CoNNeCT Experiment Center 

CoNNeCT Communications, Navigation, and Networking reConfigurable Testbed 

DSMC Data Services Management Center 

ELC ExPRESS Logistics Carrier 

EVA Extravehicular Activity 

EVR Extravehicular Robotic Activity 

ExPA ExPRESS Pallet Adapter 

FEP Front End Processor 

GNSO Ground Network Scheduling Office 

GRC Glenn Research Center 

GSFC Goddard Spaceflight Center 

GVF Ground Verification Facility 

HGA High Gain Antenna 

HOSC Huntsville Operations Support Center 

ICD Interface Control Document 

IF Intermediate Frequency 

LGA Low Gain Antenna 

MGA Medium Gain Antenna 

MSFC Marshall Spaceflight Center 

NASA National Aeronautics and Space Administration 

NCCDS Network Control Center Data System 

NEN Near Earth Network 

NIC Network Integration Center 

NISN NASA Integrated Services Network 

OOS On-Orbit Schedule 

Ops Operations 

PDR Preliminary Design Review 

POIC Payload Operations Integration Center 

PPM Payload Planning Manager 

PRO Payload Rack Officer 

SAA South Atlantic Anomaly 

SCAN Space Communication and Navigation 

SDR Software Defined Radio 

SLP Short Term Plan 

SN Space Network 
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SNAS SN Access System 

SRD Systems Requirements Document 

STGT Second TDRSS Ground Terminal 

SWSI SN Web Services Interface 

TBD To Be Determined 

TBR To Be Resolved 

TDRS Tracking and Data Relay Satellite 

TDRSS Tracking and Data Relay Satellite System 

TSC Telescience Support Center 

TUT TDRSS Unused Time 

TWTA Traveling Wave Tube Assembly 

UPS User Planning System 

WGS Wallops Ground Station 

WLP Weekly-Look-Ahead Plan 

WOTIS Wallops Orbital Tracking Information System 

WSC White Sands Complex 

WSGT White Sands Ground Terminal 
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APPENDIX B DEFINITIONS 

B.1 Scope 

This appendix lists the definitions used in this document. 

B.2 List of Definitions 

Table B-1—Definitions 

Architecture and Design: A description of the mission elements, their interfaces, their logical and physical layout, and 
the analysis of the design to determine expected performance and margins.  Includes System Design Synthesis, System 
Design Analysis, and System Design Validation products. 

Baseline: An agreed-to set of requirements, designs, or documents that will have changes controlled through a formal 
approval and monitoring process. 

Configuration Management: A systematic process for establishing and maintaining control and evaluation of all 
changes to baseline documentation, products (Configuration Items), and subsequent changes to that documentation 
which defines the original scope of effort.  The systematic control, identification, status accounting, and verification of all 
Configuration Items throughout their life cycle. 

Interface Control Document (ICD): A specification of the mechanical, thermal, electrical, power, command, data, and 
other interfaces that system elements must meet. 

Program: A strategic investment by a mission directorate (or mission support office) that has defined goals, objectives, 
architecture, funding level, and a management structure that supports one or more projects. 

Project: (1) A specific investment having defined goals, objectives, requirements, life-cycle cost, a beginning, and an 
end.  A project yields new or revised products or services that directly address NASA’s strategic needs.  They may be 
performed wholly in-house; by Government, industry, academia partnerships; or through contracts with private industry.  
(2) A unit of work performed in programs, projects, and activities. 

Requirement: The agreed upon need, desire, want, capability, capacity, or demand for personnel, equipment, facilities, 
or other resources or services by specified quantities for specific periods of time or at a specified time expressed as a 
“shall” statement.  Acceptable form for a requirement statement is individually clear, correct, feasible to obtain, 
unambiguous in meaning, and can be validated at the level of the system structure at which stated. 

Software: As defined in NPD 2820.1, NASA Software Policy. 

Specification: A document that prescribes, in a complete, precise, verifiable manner, the requirements, design, 
behavior, or characteristics of a system or system component. 

System: (a) The combination of elements that function together to produce the capability to meet a need.  The elements 
include all hardware, software, equipment, facilities, personnel, processes, and procedures needed for this purpose.  
(Refer to NPR 7120.5.)  (b) The end product (which performs operational functions) and enabling products (which 
provide life-cycle support services to the operational end products) that make up a system.  (Refer to WBS definition.) 
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APPENDIX C TBDs AND TBRs 

C.1 Scope 

This appendix lists all items in this document that need to be determined (TBD) and or that need 
to be resolved (TBR). 

C.2 List of TBDs 

Table C-1—TBDs 

 
TBD Number Description Document Paragraph

001 Authorized POIC Commands 6.1.2 
002 SN User Performance Data D.1 
003 ISS Broadcast Ancillary Data D.2 

 

C.3 List of TBRs 

 

Table C-2—TBRs 

 
TBR Number Description Document Paragraph

 NONE  
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APPENDIX D EXTERNAL TELEMETRY DATABOOK 

This is a placeholder for the formal location of telemetry external to the SCAN Testbed Flight 
System, including ISS, SN, NEN, NISN, and other telemetry. 

D.1 Space Network User Performance Data 

TBD-002 

D.2 ISS Broadcast Ancillary Data 

TBD-003 

 

 

 


