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PREFACE 

National Aeronautics and Space Administration (NASA) is developing an on-orbit, adaptable, 
Software Defined Radios (SDR)/Space Telecommunications Radio System (STRS)-based 
testbed facility to conduct a suite of experiments to advance technologies, reduce risk, and enable 
future mission capabilities on the International Space Station (ISS).  The Communications, 
Navigation, and Networking reConfigurable Testbed (CoNNeCT) Project will provide NASA, 
industry, other Government agencies, and academic partners the opportunity to develop and field 
communications, navigation, and networking technologies in the laboratory and space 
environment based on reconfigurable, software defined radio platforms and the STRS 
Architecture.  The CoNNeCT Payload Operations Nomenclature is “SCAN Testbed” or and this 
nomenclature will be used in all ISS integration, safety, verification, and operations 
documentation.  Also included are the required support efforts for Mission Integration and 
Operations, consisting of a ground system and the Glenn Telescience Support Center (GRC 
TSC).  This document has been prepared in accordance with NASA Glenn’s Configuration 
Management Procedural Requirements GLPR 8040.1 and applies to the CoNNeCT configuration 
management activities performed at NASA’s Glenn Research Center (GRC).  This document is 
consistent with the requirements of SSP 41170, Configuration Management Requirements, 
International Space Station, and Space Assurance and Requirements Guideline (SARG). 

This document contains the various types of operations timelines that are the framework for 
operations procedures. 
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1.0 INTRODUCTION 

1.1 Purpose 

The purpose of this document is to formalize the CoNNeCT Mission Operations philosophy and 
corresponding organization.  Timelines for the major post-launch mission segments including 
Checkout, Commissioning, Routine Operations and Contingency response are included. 

This document will serve as the outline for more specific Plans and Procedures including the 
Checkout and Commissioning Procedures (Scripts), the Data Management Procedures, Nominal 
Operational Scenario Procedures (Scripts) and Contingency Operations response procedures. 

1.2 Scope 

The scope of this document covers the overall CoNNeCT Mission Operations organization 
processes.  Detailed requirements, specifications, and interfaces for elements such as the 
CoNNeCT Control Center, the Ground Verification Facility and external entities are beyond the 
scope of this document. 

 

  



Communications, Navigation, and Networking reConfigurable Testbed (CoNNeCT) Project 

Title:  Mission Operations Scenario Timelines 
Document No.:  GRC-CONN-OPS-0429 Revision:  –
Effective Date:  06/09/2011 Page 2 of 115 

 
2.0 APPLICABLE DOCUMENTS 

This section lists the NASA/Government and non-NASA/Government specifications, standards, 
guidelines, handbooks, or other special publications applicable to the application of this 
document. 

2.1 Reference Documents 

Reference documents are those documents that, though not a part of this document, serve to 
clarify the intent and contents of this document. 

Document Number Reference Document 

450-NRD-SCAN Testbed Network Requirements Document 

450-PSLA- SCAN Testbed Project Service Level Agreement 

450-RFICD- SCAN Testbed/SN/NEN RF ICD 

450-SNUG Space Network Users Guide 

453-NENUG Near Earth Network User’s Guide 

GRC-CONN-DBK-0128 Command and Telemetry Data Book 

GRC-CONN-DOC-0152 Modes and States Document 

GRC-CONN-DOC-0329 CoNNeCT Control Center – Telescience Support Center ICD (draft) 

GRC-CONN-ICD-0427 CoNNeCT Control Center – CoNNeCT Experiment Center ICD (draft) 

GRC-CONN-ICD-0325 CoNNeCT Control Center – Ground Verification Facility ICD (future) 

GRC-CONN-ICD-0326 Front End Processor ICD and Requirements (draft) 

GRC-CONN-ICD-0328 CoNNeCT Control Center – WSC Intermediate Frequency ICD (future) 

GRC-CONN-PLAN- 0002 Configuration Management Plan 

GRC-CONN-PLAN-0004 Project Plan 

GRC-CONN-PLAN-0130 Science Data Management Plan 

GRC-CONN-REQ-0036 Ground System Requirements Document 

GRC-CONN-REQ-0139 Ground Verification Facility Requirements 

GRC-CONN-RPT-0227 Fault Detection, Isolation, and Recovery Report 

GRC-CONN-SPEC-0114 CoNNeCT Control Center Specification 

GRC-CONN-SRD-0013 System Requirements Document 

GRC-CONN-SRD-0035 Flight System Requirements Document 

 

2.2 Order of Precedence for Documents 

In the event of a conflict between this document and other documents specified herein, the 
requirements of this document shall apply.  In the event of a conflict between this document and 
higher level documents, the higher level documents shall take precedence over this document. 

All applicable documents used are to be the approved versions released as of the contract start 
date.  All document changes issued after contract baseline establishment shall be reviewed for 
impact on the scope of work.  Nothing in this document supersedes applicable laws and 
regulations unless a specific exemption has been obtained. 
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3.0 DEFINITION 

3.1 Overview and Philosophy 

The first priority of CoNNeCT Mission Operations is to protect the payload, the International 
Space Station (ISS), and its crew.  Beyond that, the priority is to achieve the science objectives. 
The payload is externally mounted to ISS and also not intended to be serviceable while on orbit, 
and therefore requires conservative operational concepts and contingency rules. 

The nature of the science objectives, in which multiple communication connections may be used 
simultaneously, requires coordination of multiple schedules, including that of the Space Network 
(SN), Near Earth Network (NEN), and the ISS interface via the Payload Operations Integration 
Center (POIC).  These schedules need to be also coordinated with available lines-of-sight to 
Tracking Data Relay Satellite (TDRS), Wallops Ground Station (WGS) or other communication 
facilities.  Finally, additional operational considerations, such as the scheduling to avoid or 
operate an experiment within the higher radiation levels of the South Atlantic Anomaly (SAA), 
need to be accounted for within operations planning.  As a result, much of the operations will be 
pre-planned and coordinated with multiple parties. 

The CoNNeCT Project is divided into two Phases: design through deployment, and operations, 
with the handover to Phase II happening after completion of Checkout and Commissioning on-
orbit. CoNNeCT also has a different Operations Nomenclature, the SCAN Testbed.  When 
referring to the Flight System and external interfaces, the SCAN Testbed is used, and when 
referring to the Project, CoNNeCT is kept. 
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4.0 NOMINAL OPERATIONS SCENARIO TIMELINES (NOST) 

The following are the operational timelines for specific operational combinations of single and 
multiple SDR operations (Ops) and Testbed antennas.  Note that these are preliminary and the 
time estimates and sequence of events are subject to change based upon results from testing and 
configurations needed to support experiments.  Timelines are listed in Appendix D.  The 
timelines (composed in MS Project) are broken down into Segment/Element resource and 
Operation Sequence. A detailed explanation of the nominal operations scenario timelines is 
covered in the following sections.  Table 4-0 shows the entire SDR and antenna configuration 
identified in the System Requirements Document (GRC-CONN-SRD-0013 Rev B) that the 
SCAN Testbed shall be able to operate.  Based upon testing and analysis some of these 
configurations are non-viable (TBD-04-01) from a thermal stand point during simultaneous JPL 
SDR (Solid State Power Amplifier – SSPA) S-Band transmit and JPL (GPS Slice) GPS receive 
operations, they are highlighted in yellow.  The NOST identified with each SDR and antenna 
configuration are a mixture of sequential and parallel RF link Ops.  But it is required of the 
Mission Ops Team (MOT) to configure the Testbed to operate in both in support of experiments 
while not violating health and safety (H&S) constraints.       

Table 4-0—Nominal Operations SDR/Antenna Scenario Configurations 

Ops 
CFG 

NOST 

Network NEN SN (SA,SMA,MA) SN (SA,SMA,MA) SN (SA) GPS 

Band S S S Ka L1, L2, L5 

Testbed Antenna NEN-LGA SN-MGA SN-LGA SN-HGA GPSA 

Data Rate MDR MDR/LDR VLDR HDR/VHDR 

0000J 1  JPL 

000H0 2  HC 

000HJ 3  HC JPL 

00G00 4  GD 

00G0J 5  GD JPL 

00GH0 6  GD HC 

00J00 7  JPL 

00J0J 8  JPL JPL 

00JH0 9  JPL HC 

00JHJ 10  JPL HC JPL 

0G000 11  GD 

0G00J 12  GD JPL 

0G0H0 13  GD HC 

0GJ00 14  GD JPL 

0GJ0J 15  GD JPL JPL 

0J000 16  JPL 

0J00J 17  JPL JPL 

0J0H0 18  JPL HC 

0J0HJ 19  JPL HC JPL 

0JG00 20  JPL GD 

0JG0J 21  JPL GD JPL 

G0000 22  GD 
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G000J 23  GD JPL 

G00H0 24  GD JPL HC 

G0J00 25  GD JPL 

G0J0J 26  GD JPL JPL 

GJ000 27  GD JPL 

GJ00J 28  GD JPL JPL 

J0000 29  JPL 

J000J 30  JPL JPL 

J00H0 31  JPL HC 

J00HJ 32  JPL HC JPL 

J0G00 33  JPL GD 

J0G0J 34  JPL GD JPL 

JG000 35  JPL GD 

JG00J 36  JPL GD JPL 

 

4.1 Segment/Element Resource 

The Segment/Element Resource are composed of ground and space segment.  The ground 
(mission control and ground relay elements) and space (space relay, space station and payload 
elements) segments are the Glenn Research Center Telescience Support Center (GRC TSC), 
Marshall Space Flight Center Huntsville Operations Support Center (MSFC HOSC), Near Earth 
Network (NEN), Space Network (SN), Space Communications and Navigation (SCAN) Testbed, 
International Space Station (ISS) Command and Data Handling (C&DH), ISS ExPRESS 
Logistics Carrier (ELC) Power and the Global Positioning System (GPS).  A brief description 
and table of each segment and its support elements roles/responsibilities are listed in the 
following subsections. 

4.1.1  Mission Control Center (MCC) Resource 

The MCC resource is composed of GRC TSC and MSFC HOSC.  GRC TSC is composed of the 
CoNNeCT Control Center (CCC) and the CoNNeCT Experiment Center (CEC).  The CCC is the 
primary C&DH link for the SCAN Testbed operations and it is where the MOT (which is the 
Commander, Controller, Scheduler, and Mission Ops Manager or MOM) resides.  The 
definitions of the roles are listed in Appendix B.  The interfaces between these MCCs are 
highlighted in the SCAN Testbed System Overview (space and ground) diagram (external to this 
document).  The CEC will be used by the PI Science team and Guest experimenters for 
experiment checkout, science data processing, and real-time experiment monitoring.  CCC 
C&DH process can consist of transmitting commands and transmit and receive of data.  Data can 
take the following forms:  Antenna Pointing System (APS) program track files used in support of 
MGA and HGA TDRS receive and transmit operations, waveform (WF) application updates, 
Operating Environment (config files and applications) updates, experiment data files (GPS data 
or Science Data), and telemetry (TLM) returned along the Primary and/or  Experimental 
communication paths (possible Phase II experiments).  All telemetry (TLM-All) returned to the 
CCC will include the following data sources: SCAN Testbed TLM (telemetry & log files), ISS 
Broadcast Ancillary Data (BAD), Cargo based ExPRESS Pallet Adapter (ExPA) Health & Status 
(EH&S) (via the ELC Carrier H&S or CH&S packet), SN User Performance Data (UPD), and 
NEN Post Pass Data Statistics.  Note:  EH&S and BAD elements can only be provided through 
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the Primary path.  Also, the NEN Post Pass Data Statistics and the SN UPDs are only provided 
for the Experimental path operations. 

Critical commands will be authorized and executed by the Payload Rack Officer (PRO) in the 
POIC at the HOSC.  Critical commands are listed in the Command and Telemetry Databook 
(GRC-CONN-DBK-0128).  Waveform (WF) and Operating Environment (OE) files and/or 
applications provided by the MOT can be uploaded to the SCAN Testbed through either the 
Primary (involves MOT & PRO for commanding) or the Experimental (involves only the MOT 
for commanding) path.  The experiment data files will be uploaded to the SCAN Testbed through 
the Primary path to establish a baseline and then routinely through the Experimental path as part 
of an experiment.  Table 4-1 provides the breakdown of MCC segment/element along with color 
coded coverage signifiers.  The coverage signifier indicates when coverage is required in support 
of a SCAN Testbed event.    

Table 4-1—MCC Coverage Support 

MCC Coverage Signifier 

GRC TSC (Required Coverage) (Primary/Experimental Path)  

CCC (Command/Data)  

Data (WF files, OE files, program track files – APS or experiment data files)   

TLM-All  

MSFC HOSC (Required Coverage) (Primary Path)  

POIC (Command/Data Router)  

Data (WF files, OE files, program track files – APS or experiment data files)  

TLM-All  
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4.1.2 SN Relay Resource 

The SN is composed of a space segment (TDRS constellation) and a ground segment (White 
Sands Complex (WSC) (White Sands Ground Terminal (WSGT), and the Second TDRSS 
Ground Terminal (STGT)), Guam Remote Ground Terminal (GRGT), Bilateration Ranging 
Transponder System (BRTS), Merritt Island Launch Annex (MILA) Relay, Network Integration 
Center (NIC), and the Network Control Center Data System (NCCDS)).  The SN services are 
included in both the Primary and Experimental paths as shown in Table 4-2 along with color 
coded coverage signifiers.  SN will be a router of commands and data.  The interfaces between 
the CCC, SN, and the SCAN Testbed are highlighted in the SCAN Testbed System Overview 
(Space and Ground) diagram.  

For experiment execution, the MOT Scheduler will need to request TDRS (vehicles F4-F10) 
support time that may be during periods when ISS requires TDRS services, especially K-band 
services.  The initial TDRS contact schedule submitted through the Space Network Access 
System (SNAS) will be developed from the correlation of selected TDRS F8-10 and F4-F7 
predicted positions versus predicted SCAN Testbed SN-HGA and/or SN-MGA position and 
attitude using the MOT modeling tools.  This process is covered in the Mission Ops products 
section in the Nominal Ops procedures document.  The Scheduler will also need to coordinate 
this schedule with the Primary path command windows provided by the PRO at the POIC.  
These command windows will normally be 30-40 minutes in length and will be distributed 
throughout the SCAN Testbed planned operational period (Ops schedule).  The Scheduler will 
have to look at ways of optimizing the TDRS and Ops schedule to meet the needs of the 
experimenters as well as providing flexibility for MOT staff support.  The Ops schedule will be 
used for preparing the SCAN Testbed for the experiment and also for monitoring by the MOT 
Commander and Controller.  Commander and Controller will also perform post experiment 
activities such as data dumps from the SCAN Testbed, and ISS BAD requests.  As part of the 
Experimental path performance assessment, the Scheduler will request UPDs, which are 
provided every five (5) seconds during a scheduled TDRS pass by way of the Space Network 
Access System (SNAS).  The Commander will also need exclusive TDRS service time (TDRS 
pass in view of the SCAN Testbed (line of sight)) for the experiment itself, which will involve 
transfer of experiment data, files and also real-time commands through the Experimental path.  

The experiments on the SCAN Testbed will utilize the Testbed SDRs (Harris Corporation (HC), 
General Dynamics (GD), & Jet Propulsion Laboratory (JPL)) and antenna system to access 
(along Experimental path) TDRS Forward (F)/Return (R) links.  The Testbed antennas in 
question are the SN High Gain Antenna (SN-HGA), SN Medium Gain Antenna (SN-MGA) and 
SN Low Gain Antenna (SN-LGA or Zenith pointing antenna).  The TDRS F/R link services that 
will be utilized for Testbed experiments are the Ka-Band Single Access (KaSA) for TDRS F8-
10, S-Band Single Access (SSA) for TDRS F4-F10, Multiple Access (MA) for TDRS F4-F7 and 
S-Band Multiple Access (SMA) for TDRS F8-10.  As seen in the timelines presented in 
Appendix D, TDRS availability to the SCAN Testbed can vary from 5-45 minutes.  These time 
estimates can be further constrained because TDRS is shared resource used by NASA and other 
Government organizations.  Multiple TDRS passes over a day may be required to execute a 
given experiment.  The color “green” indicates coverage availability.  The color “light blue” 
indicates Experimental link operations. 
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     Table 4-2—SN Relay Coverage 

SN (Required Coverage)  (Experimental Path) 
Coverage Signifier 

WSC (Command/Data Router)  

TDRS Pass In View for SCAN Testbed (Line of Sight) (Needed for Experiment 
Execution) 

 

KaSA, SSA, SMA, or MA (F/R)  

 

4.1.3 NEN Relay Resource 

The NEN will serve as an Experimental path two-way direct ground-space link (uplink (UL) & 
downlink (DL)) from the CCC to the SCAN Testbed utilizing its S-Band NEN Low Gain 
Antenna (NEN-LGA).  The Wallops Flight Facility (WFF) (11.3-meter WGS) will be the 
primary C&DH between the CCC and the SCAN Testbed.  The NEN stations will provide Post 
Pass Data Statistics about 10 minutes (via email to the MOT) after Loss of Signal (LoS).  The 
interfaces between the CCC, NEN and SCAN Testbed are highlighted in the SCAN Testbed 
System Overview (Space and Ground) diagram.  The Scheduler will work with the NEN 
schedulers to establish the appropriate WGS antenna support through the Wallops Orbital 
Tracking Information System (WOTIS).  The initial WGS contact schedule submitted through 
WOTIS will be developed from the correlation of the WGS position and antenna mask versus the 
predicted SCAN Testbed SN-HGA and/or SN-MGA position and attitude using the MOT 
modeling tools.  TDRS F8-10 and F4-F7 predicted position will also be integrated for 
experiments requiring simultaneous SN and NEN link Ops.  This process is covered in the 
Mission Ops products section in the Nominal Ops procedures document.  To increase contact 
opportunities additional NEN stations may be utilized.  This is to address the limited coverage 
time (line of sight) available for the SCAN Testbed (on the order of 2-5 minutes).  Table 4-3 
shows support elements needed for the SCAN Testbed experiments with direct ground to space 
links along with color coded coverage signifiers.  The color “green” indicates coverage 
availability.  The color “light blue” indicates Experimental link operations.   
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     Table 4-3—NEN Relay Coverage 

NEN (Required Coverage) (Experimental Path) 
Coverage Signifier 

WFF (Command/Data Router)  

NEN GS Pass In View for SCAN Testbed (Line of Sight)  

NEN S (UL/DL)  

 

4.1.4 GPS Navigation Relay Resource 

The Jet Propulsion Laboratory (JPL) SDR/GPS Slice will utilize the GPS signals (receive only of 
L1, L2, and L5) provided by the GPS constellation for onboard experiments using the GPS 
zenith mounted antenna (GPSA).  The interface between the GPS Space Segment (SS) and the 
GPS navigation user which is the JPL SDR/GPS Slice includes three RF links, L1, L2, & L5.  
The L5 link is only available on GPS space vehicles (SVs) Block IIF and the subsequent Blocks 
of SVs.  Utilizing these links, the SVs of the SS shall provide continuous earth coverage signals 
that provide to the SCAN Testbed the ranging codes and the system data needed to accomplish 
the GPS navigation (NAV) mission and other experiments.  The carriers of L1 and L2 are 
typically modulated by one or more bit trains, each of which normally is a composite generated 
by the modulo-2 addition of a pseudo-random noise (PRN) ranging code and the downlink 
system data or NAV data.  The L5 carriers are typically modulated by two bit trains in phase 
quadrature (in phase by 90˚).  One is a composite bit train generated by the modulo-2 addition of 
a PRN ranging code, a synchronization sequence and the downlink system data or CNAV (civil 
navigation) data.  The second is modulated with a PRN ranging code and synchronization 
sequence which are different from those used with the L5 CNAV data.  The GPS SVs transmit 
three PRN ranging codes: the precision (P) code which is the primary navigation ranging code; 
the Y-code, which substitutes for the P-code when the anti-spoofing mode of operation is 
activated; and the coarse/acquisition (C/A) code which is used for acquisition of the P (or Y) 
code (denoted as P(Y)) and as a civil ranging signal.  The L1/L2 NAV and L5 CNAV data 
(similar to that modulated on the L2 C channel) includes SV ephemerides, system time, SV clock 
behavior data, SV status messages and C/A to P (or Y) code handover information, plus 
additional elements identified in Appendix 2 of the Interface Specification (IS)-GPS-200 
Revision E (Navstar GPS Space Segment/Navigation User Interfaces) document and of the IS-
GPS-705 Revision A (Navstar GPS Space Segment/User Segment L5 Interfaces).  In support of 
Testbed experiments where higher level of position and timing accuracy is needed, a minimum 
of four (4) SVs must be in view of the SCAN Testbed GPSA.  This requirement may not be met 
for L5 links since most of the GPS constellation may not be transmitting L5 at the time of SCAN 
Testbed on-orbit operations but that has yet to be determined.  It will be up to the PI and Guest 
experimenter on how the JPL SDR/GPS Slice will be utilized in Testbed experiments.  LoS for 
GPS signals indicates a loss (geometry or GPS SV issue) of a 4 SVs minimum needed for 
Testbed experiments or a planned power OFF of the GPS Slice.  In Table 4-4 the coverage 
support indicates at a minimum of 4 SVs in view along with color coded coverage signifier.  The 
color “green” indicates coverage availability. 
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Table 4-4—GPS Navigation Coverage 

GPS (Constellation Coverage) Coverage Signifier 

GPS Constellation Pass Availability  
(≥ 4 SVs in View) 

 

 

4.1.5 ISS C&DH System 

The ISS C&DH (located on the US Laboratory (Destiny)) for the SCAN Testbed is conducted 
through the Low Rate Data Link (LRDL) S-Band communications system for routing of 
commands (Forward) and data (Forward and Return) and through the High Rate Data Link 
(HRDL) Ku-band communications system for routing data (Return) along the Primary 
communications path.   

The S-Band communications system passes Forward commands and data through the Assembly 
and Contingency Base Band Signal Processor (ACBSP), then by the Command & Control 
Multiplexer/Demultiplexer (C&CMDM), and then by the Payload MDM (PLMDM).  Then the 
commands and data are passed to ELC3 deck located on the P3 Integrated Truss Segment (ITS).  
Finally the Forward commands and data are passed through the ELC/ECM ExPRESS Carrier 
Avionics (ExPCA-located on ELC3 deck) and processed and translated by the SCAN Testbed 
Avionics System (AS) (located on the ExPA FRAM) via the 1553 interface. For data files to be 
uploaded to the SCAN Testbed through the Primary path, the MOT Controller initiates an 
Operational Change Request (OCR) 72 hours prior to a planned need time for the data.  Then the 
POIC personnel schedule the transfer and makes file available for JSC MCC personnel.  The JSC 
MCC personnel pull the file from POIC and upload it to ISS through the SN, following the path 
described above.  Once the SCAN Testbed AS is powered on and operating in the appropriate 
mode and state, the Commander will initiate data file transfer from PLMDM to the AS flash 
storage.  Note:  It takes an estimated duration of 30 minutes for an 8 MB file (at 40 kbps) to 
transfer from the PLMDM to the SCAN Testbed AS.  This estimate will be evaluated during 
SCAN Testbed checkout operations.  The Ku-band communications system passes Return data 
from the SCAN Testbed AS via the Ethernet Medium Rate Data Link (MRDL) and then through 
the ExPCA, and by way of HRDL Optical Fiber pass to the Automated Payload Switch (APS).  
Then the data passes through the Communications Outage Recorder (COR), which is used for 
recording of data during a LoS period and playback during periods of acquisition-of-signal 
(AoS).  The playback data along with real-time data is passed through High Rate Frame 
Multiplexer (HRFM) and sent to the High Rate Modem (HRM) and then transmitted by Ku-band 
antenna.  This communication path is visually highlighted in the SCAN Testbed System 
Overview (Space and Ground) diagram.    

As shown in Appendix D, ISS C&DH coverage is assumed continuous from SCAN Testbed 
initialization through SCAN Testbed power down.  All SCAN Testbed operating times will be 
planned and coordinated with the PRO well in advance of an operational event.  During 
experiment activities the CCC (via the MOT, PI Science Team and Guest Experimenters) will 
utilize the Primary Communications path resources for control and evaluation of the SCAN 
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Testbed payload and experiments.  PRO enables/disables a payload for commanding. LRDL data 
uploaded from the CCC to the SCAN Testbed can be of the following type:  WF updates, OE 
updates, experiment data file, and APS program track file. LRDL data downloaded from the 
SCAN Testbed/ISS to the CCC can be of the following type: EH&S, experiment data file, Low 
Rate Telemetry (LRT), and BAD.  The HDRL data downloaded from the SCAN Testbed/ISS to 
the CCC can be of the following type: experiment data files and High Rate Telemetry (HRT).  
Table 4-5 shows ISS elements needed for support of SCAN Testbed experiments along with 
color coded coverage signifiers.  The color “light blue” indicates Primary link operations.  

     Table 4-5—ISS C&DH Coverage 

ISS C&DH (Required Coverage) (Primary Path) Coverage Signifier 

ISS C&DH (Command/Data Router)  

LRDL Data F (WF Files, OE Files, Program Track Files – APS, Experiment Data 
Files) & LRDL Data Return (EH&S, Experiment Data Files, LRT, BAD) & HRDL 
Data Return (Experiment Data Files, HRT)  

 

 

4.1.6 ISS Power Resource 

ISS power is sourced from its Solar Array Wings (SAWs) and distributed through its power 
infrastructure to the P3 ITS and then to the ELC3.  Where it is distributed and down converted 
by ISS command only for use by the SCAN Testbed and other payloads on the ELC3 stack.  
When the SCAN Testbed is not operating it will depend upon 120 V (DC) Contingency Power 
(CP) (ISS Auxiliary Bus power) to power Survival Heaters onboard, this is needed to maintain 
thermal survivability requirements and is controlled by Thermostat Control Assembly (TCA).  
The reference temperature that is used by the TCA is referenced at the resistance temperature 
detector five (RTD5) location.  From pre to post experiment activities the 28 V (DC) Operational 
Power (OP) (ISS Main Bus power) will be enabled by the PRO to power the SCAN Testbed AS 
and subsystems along with enabling the 120 V (DC) OP (ISS Main Bus power) in support of 
Operational Heaters (power to heaters controlled by the AS) and scenarios involving Traveling 
Wave Tube Amplifier (TWTA) operations.  There is a 120 V (DC) interface with the TWTA 
Power Supply Unit (PSU).  It is down converted to 28 V (DC) by the PSU and interfaced with 
the TWTA Electronic Power Conditioner (EPC) for TWTA operations.  PSU also routs the 120 
V (DC) from the ExPCA to the AS where it is used for powering the Operational Heaters.  This 
is reflected in SCAN Testbed System Overview (Space and Ground) diagram.  
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Nominal total operating power for SCAN Testbed experiment will vary within the range of 100 
to 480 W (analysis and testing estimates) but must not exceed 500 W (ISS requirement for ELC 
payloads).  After operational activities are complete all the subsystems will be powered down 
with the exception of the AS which will be in a Safe state in preparation for the 28 V (DC) 
Operational Power to be disabled.  When SCAN Testbed power down is complete the 28 & 120 
V (DC) OP is disabled.  Temperature measurements provide by 6 RTDs on the payload must be 
monitored by MOT for health and safety sanity checks through the analog interface (via 
CH&S\EH&S).  Appendix J provides graphical location of all 6 RTDs.  Table 4-6 shows the 
color ‘red’ for the coverage signifier indicating a “critical function” and is enabled. 

     Table 4-6—ISS Power Coverage 

ISS Power (Required for SCAN Testbed Ops and Survival) Coverage Signifier 

28 V (DC) OP (SCAN Testbed AS and Subsystem Operations)  

120 V (DC) OP (Operational Heaters for SCAN Testbed and PSU down 
converted to 28 V (DC) for TWTA Ops) 

 

120 V (DC) CP (Survival Heaters for SCAN Testbed)  

 

4.1.7 SCAN Testbed Resource 

Table 4-7 shows the breakdown of primary elements on the SCAN Testbed.  The primary 
elements are the AS, TWTA, Antenna Pointing System (APS), RF Coaxial Transfer Switches 
(CTS) (between GD & JPL SDRs and antennas), Ka-Band SN-HGA and S-Band (SN-MGA, 
SN-LGA, & NEN-LGA) antennas and the SDRs (HC, GD, & JPL).  The color ‘red’ for the 
coverage signifier indicates a “critical function”, when this function is turned on or is operating.  
For the antennas ‘red’ indicates the antenna is in a receive and/or transmit operation.  For the RF 
CTS ‘red’ indicates the period when it was configured for a specific SDR and antenna path. 
Power profiles for the SRD configurations are located in Appendix I.  The profiles include power 
used during transmit operations from the different SDR and antenna configurations.  As 
displayed in Appendix D a short bar is used to indicate the RF switch (system contains three RF 
CTS) is position to enable the JPL and GD SDR receive/transmit path with an antenna.  This RF 
switch function is not applicable to the HC SDR operations.  Note:  The scenarios in Appendix 
D are a mixture of sequential and parallel RF link Ops and do not reflect all of the RF Ops 
identified in Appendix I.   
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     Table 4-7—SCAN Testbed Power “ON” Elements 

SCAN Testbed (PWR "ON" Elements or in Operation) Coverage Signifier 

AS (Avionics System)  

TWTA (Traveling Wave Tube Amplifier)  

APS (Antenna Pointing System)  

RF Switches Position (RF Coaxial Transfer Switches (CTS) 1,2,3)  

SN-HGA (Ka-Band High Gain Antenna)  

SN-MGA (S-Band Medium Gain Antenna)  

NEN-LGA or NLGA (Nadir pointing Low Gain Antenna)  

SN-LGA or ZLGA (Zenith pointing Low Gain Antenna)  

GPSA (Zenith pointing Global Position System Antenna)  

HC SDR (Harris Corporation Software Defined Radio)  

JPL SDR (Jet Propulsion Laboratory Software Defined Radio)  

GD SDR (General Dynamics Software Defined Radio)  

 

4.2 Modes and States and the Operation Sequence 

The SCAN Testbed has three basic modes No-Power, Operational and Survival Heater Power.  
When the SCAN Testbed is in No-Power mode this is a contingency where no power is being 
provided to the SCAN Testbed including power for Survival Heaters (ISS Auxiliary Bus power 
is OFF).  For a planned CP outage of six (6) hours, the payload needs to be pre-heated for 24 
hours, this requirement is based on the most extreme case of the payload being off but having 
survival heating during the worst case cold environment.  For an unplanned CP outage of six (6) 
hours, survival time depends on the beta angle and initial temperatures of the payload.  In 
Survival Heater Power mode which has only one state (the Keep-Alive state), the 120 V (DC) 
CP interface with the SCAN Testbed is enabled, thus supplying power to the Survival Heaters on 
the Testbed.  Note:  CP will be ON all the time, so during Survival Heater Power mode\Keep-
Alive state the Survival Heaters will power ON if the associated low temperature threshold is 
broken (TCA trip threshold).  But during Operational mode either the Operational Heaters will 
be ON or the Survival Heaters will be ON depending on which low temperature threshold is 
broken.  For the Operational mode the 28 and 120 V (DC) OP is enabled, thus enabling Testbed 
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AS and subsystem power up and operations. During the Operational mode the AS runs the 
Payload Avionics Software (PAS) and the PAS has eight (8) states that it can be in.  The 
following states are Initialization, Primary-Path-Ready, Ready, Maintenance, Experiment, Off-
Nominal, Shutdown, and the Safe state.  The operational events that involve transitions to the 
Off-Nominal state are covered in the Contingency Operations in section 6 of this document.  The 
mode and states are explained in detail in the Modes & States Description Document (GRC-
CONN-DOC-0152).  Functioning under these modes and states is the Operation Sequence which 
is broken into three (3) sequential processes: Power “Up” SCAN Testbed (Survival Heater 
Power transition to Operational mode), SDR Experiment Ops and the Power “Down” SCAN 
Testbed (Operational mode transition to Survival Heater Power mode).  Each process is broken 
down into events. Each of the subsections below provides descriptions of the elements of the 
three (3) process sections.     

4.2.1 Survival Heater Power transition to Operational mode (Power “Up” SCAN 
Testbed Process for Experiment preparation) 

Prior to the day’s operational events the MOT will brief the PRO and POIC team on the day’s 
activities with a quick walk through of the operation scripts plus the MOT will be given a status 
by the PRO on constraints concerning payload operation times and any ISS Power and C&DH 
issues.  The SCAN Testbed Power “Up” process covers powering up all the necessary functions 
needed to execute the days experiment.  Prior to power up the Testbed is in the Keep-Alive state 
functioning under the Survival Heater Power mode.  In addition, CP will be on all the time which 
means the Survival Heaters will power ON if the associated low temperature threshold is broken 
(TCA trip threshold).  But during SCAN Testbed Ops periods the Operational Heaters will be 
ON and will keep the payload above the low temp thresholds.  The 28 and 120 V (DC) OP 
interface is enabled, thus transitioning to the Operational mode and the SCAN Testbed starts in 
the Initialization state (AS is powered on and executing a boot), once successfully completed it 
will enter the Primary Path Ready state.  The Controller will verify that the AS is in the Primary 
Path Ready state and instruct the Commander to then command “Avionics Start Software 
Subsystems”; this allows other subsystems to be powered ON.  The Controller will then verify 
that the PAS is in the Ready state.  The Controller will evaluate and compare the PAS Boot 
summary to the baseline results.  Commanding of this process will be executed through the 
Primary communication path.  The Commander will also initialize the PAS log file and begin file 
management procedures via File Manager commands.  

Once in the Ready state the AS is relaying standard LRT and HRT including and health and 
status, which is monitored by the Controller.  The PAS is also receiving periodic 
resynchronization updates of the avionics clock against the ISS Broadcast Time.  The 
Commander will command the Testbed into the Maintenance state for evaluating the Testbed 
condition and also updating the PAS Primary, Alternate and Basic Kernel on the AS and the OE 
and WF updates to the SDRs.  The Controller will notify the PRO that it is now safe to command 
power ON to the appropriate SDR that will be used for experiments.  The Controller will monitor 
current/voltage and temperature values during this process and will instruct the Commander to 
perform periodic SDR log file downloads.  While in this state, the WF files, OE files, APS 
program track files can also be uploaded safely to the AS flash storage.  Once the MOT is 
satisfied with the Testbed condition the Commander will transition the Testbed to the Ready 
state, which will by auto command powered down any subsystems that are currently ON except 
for the Operational Heaters.  The Commander then will transition the Testbed to the Experiment 
state where experiments can be executed.  The Commander will also enable the RF switches for 
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SDR to antenna linkage (no RF switch for HC SDR).  The Controller will instruct the PRO to 
command power ON to the appropriate SDR needed for the experiment and the Controller will 
continue to monitor current/voltage and temperature values during this process.  The JPL SDR 
has two Ops modes S-Band and GPS because of H&S temperature constraints cannot be in 
operation at the same time for S-Band transmitting Ops.  The GPS Slice in the JPL SDR has a 
separate power ON command that the Commander will execute for GPS Ops.  After SDR power 
ON the Commander will then load the prescribed OE or WF to the SDR from AS flash storage. 
The OE and WF application load process is different for each SDR and the Commander will be 
provided a separate Ops procedure for each SDR software load.  Following the SDR power up 
operations, the Commander will command power ON the Gimbal Control Electronics (GCE), if 
the experiment requires using the SN-HGA and/or SN-MGA.  If an experiment requires the use 
of the TWTA, the 120 V (DC) OP must be enabled prior to TWTA power up. TWTA power ON 
is commanded by the PRO.  

In the initialization of the APS, the gimbals are powered up and the antennas and gimbals are in 
a Park (H&S) position.  The Park Position is re-programmable via the Antenna & Gimbal 
commands. To mitigate environmental effects on the feed horn, the HGA is oriented to face 
towards the Wake direction.  Once APS is powered and reaches thermal stability a calibration 
routine is executed at one (1) per second, and takes (5-6) minutes to complete and ending at the 
Home position.  The Home position is equidistant from the soft stops.  This process is executed 
after each system power up.  Now the antennas (SN-HGA and SN-MGA) are ready to be moved 
to a predicted TDRS AoS position which is the 1st point from APS program track file that is 
uploaded earlier. Program track file values will depend on correlating the predicted position of 
TDRS used versus the position and attitude of the SCAN Testbed SN-HGA and/or SN-MGA 
over a scheduled time period.  The Program track file generation process is covered in the 
Mission Ops products section in the Nominal Ops procedures document.  At planned TDRS LoS 
events the gimbals will hold at that position or will be moved to a new predicted TDRS AoS or 
transitioned to the Park position if there is a long time gap between TDRS contacts or there are 
no more contacts required.  Table 4-8 shows the color ‘gray’ for the coverage signifier indicating 
an “estimated time” of execution. As shown in Appendix D time estimates for commands sent 
and verified are estimated to one (1) minute but in reality this usually takes a matter of seconds 
to receive verification that a command was successfully executed.  But a time buffer is placed 
into these estimates to allow for the Controller to evaluated (sanity check) telemetry before 
moving onto the next step in the procedure (aka operations script).  Testing and evolving of the 
operations scripts will provide updates to the current estimates and to the time estimates where 
no time value is provided.  The list of events will evolve into a more detailed procedure for 
actual execution of SCAN Testbed operations.  The sequences of events are subject to change 
based upon ground test results and the on orbit checkout and commissioning.         
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Table 4-8—Survival Heater Power transition to Operational mode (Power “Up” 

SCAN Testbed Process for Experiment preparation) 

Survival Heater Power transition to Operational mode (Power “Up” SCAN 
Testbed Process for Experiment preparation) 

Coverage Signifier 

Completed Pre Operations brief between MOT & PRO via Data/Voice & Ops 
scripts walk through and status on PRO support 

 

Survival Heater Power mode\Keep-Alive state: Testbed Powered Down & 
Survival Heater Power On (120 V (DC) CP enabled) (PRO Function) 

 

Operational Mode: 28 & 120 V (DC) OP enabled (PRO Function)  

AS Boots up " Initialization to Primary-Path-Ready to Ready (Avionics 
Start Software Subsystems, Initialize AS log file) to Experiment state, 
(AS-MOT Function) 

 

Check PAS Boot summary and EH&S TLM and wait for thermal 
equilibrium and perform file maintenance (MOT Function) 

 

Configure RF Switch (SDR to Antenna, N/A for HC SDR) (MOT 
Function) 

 

Power “ON” TWTA (PRO Function) and TWTA relay “ON” (MOT 
Function) 

 

Command ON 28 V (DC) OP and Boot SDR (HC, GD, or JPL w/ or w/o 
GPS Slice) (PRO Function, except for GPS Slice power ON)  

 

Program track file update: program track file updated with latest base & 
nose gimbal angles, uploaded to AS from the CCC via Command link 
(MOT Function) (Primary Path) 

 

Gimbals "ON" & RF subsystem Warm Up (gimbals and antennas are in 
"Park" position) (MOT Function) 

 

Calibration of gimbals: transition gimbals from "Park" to "Home" position 
(gimbals and antennas are placed in Home position) (MOT Function) 

 

Periodically download AS & all operational SDR log files thru Primary 
path (MOT Function) 

 

 

4.2.2 Operational mode\Experiment state (SDR Experiment Ops Process)  

The SDR Experiment Ops (SEO) process is executed under the Experiment state functioning 
under the Operational mode. Testbed Power “Up” involves primarily the SDRs and the APS/RF 
subsystems with C&DH direction from the AS.  Commanding of this process will be executed in 
the Testbed Experiment state and through the Primary communication path (Experimental path 
evaluated later in Phase II).  Elements needed for the SEO process for the Experimental link Ops 
are highlighted in “yellow”.  Prior to Link Ops the SDR OE (telemetry rate, channel switching, 
file management, etc…) and WF are configured (data rate, symbol rate, etc…) and the SDR 
Clock is synchronized with the AS clock.  TDRS link Ops is accomplished using the Omni 
directional antenna SN-LGA (static) or the SN-HGA and SN-MGA using the APS (dynamic). 
Determination of lock by the S-Band SDRs GD and JPL will be evaluated through the successful 
detection of the following parameters:  Sync Detect, Lock, Main Lobe Detect, Pseudo Noise 
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(PN) Code Lock, Carrier Lock, Long Code Lock, Bit Sync and Viterbi Lock (Forward Error 
Correction is enabled).  Determination of lock by the Ka-Band SDR HC will be evaluated 
through the successful detection of the following parameters:  RF Synthesizer lock, IF 
Synthesizer Lock, Viterbi Decoder Lock, Frame Sync Lock, Carrier Lock, Symbol/sync Lock, 
and desired Antenna Pointing Quality Metric (APQM) threshold is met.  An additional and 
important indication of a quality signal lock the Bit Error Rate (BER) measurement is at a near 
zero value 10-5 or smaller based upon the ratio of the number of bits collected versus the number 
of bits lost.  Actual TDRS access times for both will depend upon scheduling, position accuracy 
of TDRS, and position and attitude accuracy (largest errors to factor) of ISS/SCAN Testbed. 
Static antenna link Ops will last a long as the scheduled TDRS passes minus the time needed to 
establish the communication link that will enable the passing of commands and data.  Dynamic 
link Ops will last as long as the schedule TDRS pass minus the addition time needed for 
orientation of the antennas prior to acquiring TDRS and establishing the communication link that 
will enable the passing of commands and data.  TDRS link Ops involving the SN-HGA (HC 
SDR only) and SN-MGA (JPL & GD only) will each use a program track file 
(Azimuth/Elevation position of TDRS).  The SN-MGA will point at the prescribed 
Azimuth/Elevation position values contained in the program track file and based upon that, the 
GD & JPL SDR will execute AoS process (assuming 0.5 dB pointing loss reached).  But, the 
HGA will require a Closed-Loop process that involves performing a Spiral search to acquire 
TDRS (assuming 3dB pointing loss corresponding to the 0.8° pointing error) and then 
performing a Closed-Loop dither for Auto Track of the Ka-Band link (Closed-Loop needed 
because of impact of ISS/SCAN Testbed attitude uncertainties on Ka-Band lock).  At planned 
TDRS LoS events the gimbals will hold at that position or will be moved to a new predicted 
TDRS AoS or be transitioned to Park if the environment requires it.  

Link Ops of NEN ground stations (GS) is accomplished using the Omni directional antenna 
NEN-LGA (static), which is Nadir (towards the Earth) pointing.  SCAN Testbed-to-NEN uplink 
and downlink service is available on a scheduled basis during intervals that NEN-Testbed line-
of-sight exists.  When line-of-sight exists between the NEN GS and the Testbed NEN-LGA, the 
supporting station antenna elevation angle to the Testbed is greater than 5 degrees above horizon, 
and the Testbed is above the supporting station local antenna mask. NEN S-Band uplink service 
at WFF will be with the JPL SDR and GD SDR (in Phase II).  Both the JPL and GD SDRs can 
utilize any NEN S-Band downlink service.  Determination of lock by the S-Band SDRs GD and 
JPL will be evaluated through the successful detection of the following parameters: Sync Detect, 
Main Lobe Detect, Carrier Lock, Bit Sync and Viterbi Lock (Forward Error Correction is 
enabled).  Similar to the SN service a quality signal lock the BER measurement is at a near zero 
value 10-5 or smaller based upon the ratio of the number of bits collected versus the number of 
bits lost. 

The launch capability of the JPL SDR\GPS Slice will be to receive the GPS signals for a period 
of approximately two (2) seconds through the RF side (GPSA) and signal then passes through a 
filter and amplifier and then split into three RF channels centered at the frequencies of the three 
GPS signals L1, L2 and L5.  After each L1, L2 and L5 signal is filtered and amplified, it is then 
direct digital down-converted and sampled at a rate of 38.656 MHz.  Each of the four data 
streams (L1, L2, L5-I in-phase and L5-Q quadrature) and the data clock are then converted to 
low-voltage differential signaling levels and output for processing and are stored in 
approximately 80 Mb files.  The files are then transferred by the Commander through the 
Primary path to the CCC for post processing by JPL experiment team.  Note:  During GPS Slice 
Ops there are no JPL SDR S-Band transmitting Ops so to maintain JPL SDR H&S temperature 
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constraints.  Future updates to the GPS Slice software will expand upon JPL SDR GPS signal 
processing capability which will be utilized for future Testbed experiments. 

As shown in Appendix D, time to establish successful SN-HGA and SN-MGA communication 
links with TDRS are estimated based upon results supplied from testing the APS on maximum 
sustainable slew rates and spiral search test results.  Data file upload and download times through 
ISS, SN, NEN and MCCs will depend upon data rates and resource availability.  Data file 
transfer estimates within the SCAN Testbed are based upon results from ground testing.  Table 
4-9 shows the current break down of events (not sequential) with associated coverage signifiers.  
The list of events will evolve into a more detailed procedure for actual execution of Testbed 
operations.  Time buffers will also be included in event durations to allow for Commander 
verification of command execution success and sanity checks of appropriate TLM by the 
Controller.  

     Table 4-9—Operational mode\Experiment state (SDR Experiment Ops Process 
with Experiment execution) 

Operational mode\Experiment state (SEO Process with Experiment Execution) Coverage Signifier 

Set SDR time, set the telemetry gathering rate, instantiate the waveform, and 
then configure the waveform (data rate, symbol rate, etc) 

 

Start SDR WF (S-Band Uplink/Downlink)   

Stop SDR WF (S-Band Uplink/Downlink)   

Start SDR WF (KaSAF/R, SSAF/R, SMAF/R, MAF/R)   

Stop SDR WF (KaSAF/R, SSAF/R, SMAF/R, MAF/R)   

Start SDR WF (GPS-L1-L2-L5) (GPS Slice powered ON)  

Stop SDR WF (GPS-L1-L2-L5) (GPS Slice powered OFF)  

GPS (L1, L2, L5) Signal Link Ops  
 Check acquired GPS Signal (sampling at 38 MHz)  

 

TDRS F/R S-Band Signal Link Ops using SN-LGA 
 Check telemetry to verify the SDR receiver has locked: Sync Detect, Main 

Lobe Detect, Carrier Lock, Bit Sync, Viterbi Lock 

 

NEN UL/DL S-Band Signal Link Ops using NEN-LGA 
 Check telemetry to verify the SDR receiver has locked: Sync Detect, Main 

Lobe Detect, Carrier Lock, Bit Sync, Viterbi Lock 

 

TDRS F/R S-Band Signal Link Ops using APS w/ SN-MGA (Open-Loop) 
 Gimbals Driven to Predicted AoS of TDRS (first point from program track file) 
 Initiate program track mode (from program track file) 
 AoS TDRS S-Band 
 Check telemetry to verify the SDR receiver has locked: Sync Detect, Main 

Lobe Detect, PN Code Lock, Carrier Lock, Long Code Lock, Bit Sync, Viterbi 
Lock 
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TDRS F/R Ka-Band Signal Link Ops using APS w/ SN-HGA (Closed-Loop) 

 Gimbals Driven to Predicted AoS of TDRS (first point from program track file)  
 Initiate program track mode (from program track file) 
 Internal to Closed-Loop algorithm (Note:  Only parameters set in the 

antenna_config.xml file will dictate the limitations on APS operating modes) 
o Perform Spiral Track 
o AoS TDRS Ka-Band 

 Controller will check telemetry to verify the HC SDR receiver 
has locked: RF Synth lock, IF Synth Lock, Viterbi Decoder 
Lock, Frame Sync Lock, Carrier Lock, Symbol/sync Lock, 
desired APQM threshold met 

o Perform Auto-Track - dither mode (and stays in this mode unless the 
error increases such that spiral search is re-initiated) 

 

 

Data Files Uploaded to SDR  

Download Data Files thru Primary path  

Download Data Files  

LoS – TDRS, NEN, or GPS (For SN-LGA, NEN-LGA, & GPSA there is no action 
but with the MGA/HGA gimbals and antennas hold in placed until directed to 
“Park” position or a new predicted AoS) 

 

Transfer Data Files from SDR to AS  

Transfer Data Files from AS to SDR  

Return Gimbals to "Park" Position (Gimbals and Antennas are placed in “Park” 
position)  

 

Experiment End  

 

4.2.3 Operational transition to Survival Heater Power mode (Power “Down” 
SCAN Testbed Process to Operations End) 

After SCAN Testbed experiments are complete the system is powered down.  During this 
process the Testbed will transition from Operational mode to the Survival Heater Power mode. 
Commanding of this process will be executed through the Primary communication path.  In 
preparation of Testbed shutdown each of the subsystems are powered down first.  The AS 
controlled by the Commander will command each subsystem off and then disabling power from 
that subsystem.  Prior to this process the Commander will download any remaining science or 
telemetry data pertinent to the day’s experiments.  

Now the Testbed will be transitioned from the Experiment state to the Shutdown state (then to 
the Safe state) and cannot be transitioned to any state unless the Testbed goes through a new 
power-cycle.  Of all the events listed in Table 4-10 returning the APS Gimbals to the “Park” 
position (placing the antennas into an H&S Stowed position) will take the longest to complete.  
If the TWTA is powered on it will be powered down first followed by the APS if in use.  The 
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SDRs will then be powered down.  When the shutdown process is complete the Testbed will 
transition to the Safe state. In this state the AS operating system (PAS) is ready to be powered 
off.  The AS will be commanded by the Commander to disable power to the Operational Heaters.  
The PRO will then disable 28 & 120 V (DC) OP interfaces, thus shutting down the remaining 
elements the Testbed.  The SCAN Testbed is now in the Keep-Alive state functioning under the 
Survival Heater Power mode.  This means that the Survival Heaters which have power all the 
time will power ON if the associated low temperature threshold is broken (TCA trip threshold). 

The list of events below will evolve into a more detailed operation procedure for actual 
execution of Testbed operations.  The sequences of events are subject to change based upon 
results from ground testing, on-orbit checkout and commissioning and additional changes made 
in Phase II.  Time buffers will also be included in event durations to allow the Commander to 
execute and verify command success and for sanity checks of TLM by the Controller.  

     Table 4-10—Operational transition to Survival Heater Power mode (Power 
“Down” SCAN Testbed Process to Operations End) 

Operational transition to Survival Heater Power mode (Power “Down” SCAN 
Testbed Process to Operations End) 

Coverage Signifier 

Operational mode (AS-MOT Function)  

Command to Shutdown state (AS-MOT Function)  

TWTA relay OFF & Power OFF TWTA  

Power OFF GCE (Gimbals and Antennas are in "Park" position 
prior to power OFF) 

 

Power OFF HC, GD, JPL SDR  

Command to Safe state (AS-MOT Function)  

Power OFF Operational Heaters (AS-MOT Function)  

28 & 120 V (DC) OP disabled\SCAN Testbed powered OFF 
(PRO Function) 

 

Survival Heater Power mode (PRO Function)  

SCAN Testbed in Keep-Alive state (PRO Function) check EH&S TLM to 
confirm (PRO/MOT Function) 

 

Operations End  
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5.0 CHECKOUT OPERATIONS OBJECTIVES  

The following are the checkout operations objectives for the AS and specific subsystems (APS, 
TWTA, SDRs, RF, and Antennas).  Note that these are preliminary and may require additional 
elements, steps and criterion. Checkout is broken down into three (3) stages; Stage 0 is Survival 
Heater Power mode\Keep-Alive state evaluation, Stage 1 is Operational Mode\AS Checkout, and 
Stage 2 is Operational Mode\Subsystem Checkout.  Note:  CP will be ON all the time, so during 
Survival Heater Power mode\Keep-Alive state the Survival Heaters will power ON if the 
associated low temperature threshold is broken (TCA trip threshold).  But during Operational 
mode either the Operational Heaters will be ON or the Survival Heaters will be ON depending 
on which low temperature threshold is broken.  Each stage has pass/fail criteria.  The definitions 
of what is a Pass and what is a Fail are presented in Appendix F.  The corresponding timeline for 
the SCAN Testbed checkout are listed in Appendix D.  A detailed explanation of the Checkout 
Operations Objectives breakdown is covered in the following sections.  Table 5-0 shows the top 
level objectives for SCAN Testbed checkout along with an estimated duration for each stage.  
The actual timeline for these events is in Appendix E.  The time estimates and sequence of 
events are also subject to change. 

Table 5-0—Checkout Operations Objectives 

System Checkout Duration

Checkout Stage 0: Survival Heater Power mode\Keep-Alive state evaluation (immediately 
after ELC installation) 

≤1 day 

Checkout Stage 1: Operational Mode\ AS checkout ≤5 days 

Checkout Stage 2: Operational Mode\ Subsystem (APS, TWTA, SDRs, RF, & checkout  22 days 

 

5.1 Checkout Stage 0 (Survival Heater Power mode\Keep-Alive state 
evaluation) 

This stage occurs after installation on the ELC.  After ELC installation is may be possible to 
immediately apply Operational Power to enable SCAN Testbed system power up.  But before 
this is done an evaluation of the Survival Heater Power mode\Keep-Alive state is in order.  This 
evaluation will be based upon trending the six (6) RTDs temperature values (via CH&S\EH&S 
telemetry packets) are within Payload 'Yellow' H&S limits and compared to baseline and\or 
expected results for at least a weeks’ time.  Trending of these temperatures will continue through 
checkout when the SCAN Testbed is in Survival Heater Power mode and Operational Mode and 
will continue throughout the SCAN Testbed mission life to properly evaluate thermal stability 
during all beta angles.  The CCC team will request ISS enhanced video of the SCAN Testbed as 
possible structure inspection.  Table 5-1 provides the details of the Keep-Alive state evaluation 
along with resources (highlighted in green) needed to support this effort. 
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Table 5-1—Checkout Stage 0 Keep-Alive state Checkout 

Keep-Alive state Checkout Pass/Fail 
Criteria 

Resources 

MCC CCC CEC POIC 

SCAN 
Testbed  

AS APS RF CTS HGA MGA 

ISS C&DH CP 
Power 

OP 
Power 

NEN LGA GPSA TWTA SN LGA  

Relay SN NEN GPS HC SDR JPL SDR 
SSPA 

JPL GPS 
Slice 

GD SDR  

Survival Heater Power mode\Keep-Alive state:  Testbed Powered Down & Survival Heater 
Power On (120 VDC CP applied to Survival Heaters) (PRO Function) 

 Verify 6-RTDs temperature values (via ISS FRAM Cargo Based EH&S) are within 
Payload 'Yellow' H&S limits and compare to baseline results (PRO-MOT Function)  

Pass/Fail 

 

5.2 Checkout Stage 1 (Operational Mode\AS Checkout) 

In this stage the PRO commands ELC 28 & 120 VDC Operational power ON to our ExPA.  
Once power is applied the AS boots up into the Initialization state then transitions to the 
Primary-Path-Ready state, here the PAS is in operation and ready to receive commands.  Stage 1 
evaluation is broken down into several segments; the PAS boot sequence, LRT and HRT 
feedback, current/voltage and temperature evaluation and command & controls functions.  In the 
PAS Boot sequence evaluation the boot parameter summary contained in AS log file messages is 
compared to the expected results obtained from the ground testing of each PAS build that is 
uploaded to the SCAN Testbed.  A sample of the AS log file messages that indicate hardware has 
initialized and is working properly is in Appendix H.  Also evaluated during the Boot sequence 
is confirmation of no checksum errors.  The next big test is, if the ground is getting LRT/H&S 
then that is a good indication the 1553 Remote Terminal (RT) is up an working properly.  Also if 
ground is getting telemetry via Ethernet/HRT then that is a good indication the Ethernet is 
working properly.  As part of the LRT/HRT feedback evaluation the SCAN Testbed 
current/voltage values from the Digital I/O cards are within expected range and will be 
monitored throughout checkout.  Also confirmed & monitored during checkout is that the 
temperatures from the Zenith, Starboard and Ram temperature sensor locations are also within 
expected range.  The last segment evaluation for AS checkout is command & control.  Here is 
where the PAS is commanded to start all other AS software subsystems.  The PAS commanding 
is executed by the Commander in the CCC or auto commands in a script executed by the AS.  
AS clock synchronization or update & PAS logging configuration elements are evaluated.  In 
addition, the PAS state machine command transition, Operational Heater power & control and 
File Manger (including file upload/download via the Primary path) checkout occurs during this 
segment evaluation.  Table 5-2 provides the details for the AS evaluation along with resources 
(highlighted in green) needed for this checkout. 
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Table 5-2—Checkout Stage 1 AS Checkout 

AS Checkout Pass/Fail 
Criteria 

Resources 

MCC CCC CEC POIC 

SCAN 
Testbed  

AS APS RF CTS HGA MGA 

ISS C&DH CP 
Power 

OP 
Power 

NEN LGA GPSA TWTA SN LGA  

Relay SN NEN GPS HC SDR JPL SDR 
SSPA 

JPL GPS 
Slice 

GD SDR  

 

Operational Mode (28 & 120 VDC Operational Power is applied by the PRO) 

 In Power Up/Boot Events AS Boots up into Initialization State transitions to 
Primary-Path-Ready State (PAS is in operation and ready to receive commands)  

Pass/Fail 

o Boot summary evaluation (AS log file messages) 

 Compare boot results provide through telemetry to baseline results (should 
be consistent with ground baseline) 

o No failed Checksums 

o Active/Inactive parameter telemetry feedback evaluation (LRT & HRT) as 
expected 

o Current/Voltage values from Digital I/O cards are within expected range 
(should be consistent with ground baseline) 

o Temperatures from Zenith, Starboard and Ram Temperature sensor locations 
are within expected range (should be consistent with ground baseline) 

Pass/Fail 

 AS Command & Control 

o Command start all other AS software subsystems 

o Clock & PAS logging configuration (PAS in Ready state) 

 Command AS clock synchronization to the time coming in the Broadcast 
Time from ISS (compare to UTC clock at the CCC) 

 Confirm periodic resynchronization of the AS clock against the Broadcast 
Time (compare to UTC clock at the CCC) 

 Data logging and log file configuration parameter are set (should be 
consistent with ground baseline results) 

 Confirmation of SW version numbers of the AS kernel and binary 
executable files (should be consistent with ground baseline results) 

o PAS State Machine evaluation 

 Observe auto commands issued by PAS, such as SDR’s powered off & RF 
subsystem powered off including all APS elements (via 1553/LRT & 
Ethernet/HRT). Verify current state after each transition (should be 

Pass/Fail 
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consistent with ground baseline results) 

– PAS states (Maintenance, Ready, Experiment, Off Nominal) evaluated 

o Operational Heater power & control evaluation 

 Enable & disable of automatic control of Operational Heaters 

 Individual commanding of power ON & OFF of Operational Heaters 

 Current/Voltage levels are within expected range 

 Temperatures are within expected range  

o File Manager evaluation (including file upload/download via the Primary Path) 

 Directory operations within AS flash mass storage 

 File operations within AS flash mass storage 

 Checksum operations within AS flash mass storage 

 Upload/Download of following file sizes of 100K, 275K, 2MB, 8MB, 12MB, 
12MB (split file) (P/L MDM-LRT & Ethernet-HRT (download only)) without 
errors 

 

5.3 Checkout Stage 2 (Operational Mode\Subsystem checkout) 

In this stage the SCAN Testbed Subsystems; APS, TWTA, SDRs, RF CTS and the Antennas are 
evaluated.  The APS rudimentary command & control will be evaluated first, followed by the 
TWTA, HC, JPL, and GD SDRs power ON evaluations.  This operation will require the PRO to 
executed Critical commands to turn on the TWTA & SDRs.  The RF receives only Link Ops will 
also be evaluated along with on-orbit antenna characterization.  Appendix E shows a schedule 
overlap for these events (items 88-91) but this is done to reduce the time needed to evaluate these 
functions. The schedule overlap does not mean simultaneous RF link Ops.  One day could be 
used for GD and the next day could be JPL or it could be a split day, first part is the GD 
evaluation the second part of the day will be the JPL evaluation.  The APS Open-Loop and 
Closed-Loop processes will be evaluated as a well.  In this stage the ELC 28 & 120 V (DC) OP 
is ON to our ExPA and the SCAN Testbed is in Operational mode.  The PAS (with all other AS 
software subsystems ON) is in the Maintenance or Experiment state and the Operational Heaters 
are automatically controlled by the AS.  Through the Primary path the MOT will receive LRT 
and HRT feedback of command responses, current/voltage and temperature levels and AS/SDR 
log file messages.  Also evaluated in this checkout are the Main & Redundant power paths for 
each of the applicable subsystems.  The following sections below cover the details of this 
checkout. 

5.3.1 APS Command & Control Evaluation 

In this subsystem evaluation the command and control aspects of the APS are checked out.  The 
first order of business is to evaluate the Primary and Redundant power ON/OFF function of the 
GCE and allow some time for warm up in between power ON and OFF commands.  Next, 
command the APS launch lock release, thus allowing the HGA and MGA integrated gimbal 
assembly (IGA) to be moved.  After this is done the APS control elements (antenna manager, 
gimbals, motor, actuator logic, antenna mode & other GCE/antenna initialization & controls) are 
configured to enable base & nose gimbal motion operation and will be evaluated.  After the 
launch lock release is performed, a change to the antenna_blockage.xml (contains the antenna 
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safe zone blockage area) and a particular set of GCE_Move scripts will be executed, followed by 
a change back of the antenna_blockage.xml file.  This process moves the APS away from launch 
lock mechanism, and resets the internal control stops so that this hardware cannot be damaged in 
future operations.  At this point the APS Calibration routine will be executed.  This routine 
should take about six (6) minutes to complete.  After the Calibration routine has finish, the base 
and nose gimbals will be commanded to the Park position.  The Park position is an H&S position 
for protecting the HGA and MGA feeds.  ISS video will used as evidence that the APS is 
performing as commanded from a motion stand point.  Other functions that will be evaluated are 
the state of APS settings after system reboot, power level settings for the base and nose gimbals, 
base and nose gimbal independent movement, and base and nose gimbal movement tracking in 
relation to soft stops and control stops.  After these functions are checked out, the APS will 
execute TDRS point operation (Open-Loop operation), noting that no SDR operations.  Once 
complete, APS will be placed in the Park position then the system will be powered OFF with all 
telemetry and log files captured.  Table 5-3 provides the details for the APS evaluation along 
with resources (highlighted in green) needed for this checkout. 

Table 5-3—Checkout Stage 2 Subsystem (APS Command & Control Evaluation) 
Checkout 

Subsystem (APS Command & Control Evaluation) Checkout Pass/Fail 
Criteria 

Resources 

MCC CCC CEC POIC 

SCAN 
Testbed  

AS APS RF CTS HGA MGA 

ISS C&DH CP 
Power 

OP 
Power 

NEN LGA GPSA TWTA SN LGA  

Relay SN NEN GPS HC SDR JPL SDR 
SSPA 

JPL GPS 
Slice 

GD SDR  

 APS (a rudimentary command & control checkout, NO Experimental Path 
Receive/Transmit operations) 

o APS Power ON and configuration evaluation (observe auto commands issued by 
PAS and verify current/voltage & temperature levels are within expected range) 

 Command the Gimbal Control Electronics (GCE) redundant (side B) power 
ON/OFF & then main (side A) power ON/OFF  

 APS antenna manager, gimbals, motor, actuator logic, antenna mode & 
other GCE/antenna initialization & control configuration 

 Command main APS launch lock release 

 Change to the antenna_blockage.xml (contains the antenna safe zone 
blockage area) and a particular set of GCE_Move scripts will be executed, 
followed by a change back of the antenna_blockage.xml file 

 Verify current/voltage & temperature levels are within expected range 

o APS Calibration routine evaluation 

Pass/Fail 
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 Command GCE & gimbals through their calibration routine (duration of event 

about six minutes) (APS mode will change to calibrate clockwise, calibrate 
counter-clockwise, calibrate home, and when finished will change to Home) 
(observe through ISS video feed) 

 Verify current/voltage levels are within expected range & temperature levels 
are within expected range 

o APS Park position (Antenna SAFED Position) 

 Command GCE & gimbals to its defined Park position relative to the Home 
position. The system must have gone through a calibration pass (part of 
initialization) before this command is valid (this position is a H&S position for 
the HGA & MGA) 

 Verify current/voltage & temperature levels are within expected range 

o APS State and Gimbal motion tracking evaluation 

 State settings after system reboot (this requires a reboot of the AS, this may 
be evaluated the next time the APS is powered ON) 

 Base and Nose gimbal independent movement 

 Base and Nose gimbal movement tracking in relation to soft stops and 
control stops 

 Verify current/voltage & temperature levels are within expected range 

o APS Open-Loop command & control evaluation 

 Using the CTADS File Manager Uplink, upload the APS program track files 
(assigned for each TDRS track) to the AS flash mass storage 

 Command move the gimbals to the initial position specified in the program 
track file (observe through ISS video feed) 

 Command start the Program Track, presuming it is at the initial position 
(observe through ISS video feed) 

 Observe through ISS video feed that the gimbals are stopped at a the 
prescribed LoS (the last point in the program track file) 

 Verify current/voltage & temperature levels are within expected range 

o APS Park transition from LoS position 

 Command GCE & gimbals to its defined Park position relative to the last 
point in the program track file  

 Command set the antenna manager and the gimbals modes to SAFED 

 Verify current/voltage & temperature levels are within expected range 

o APS Power OFF (observe auto commands issued by PAS) 

 Confirm all telemetry and log files are captured 

 Command the Gimbal Control Electronics (GCE) main (side A) power OFF 

 Verify current/voltage & temperature levels are within expected range 
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5.3.2 TWTA Power ON Evaluation 

In this subsystem evaluation the TWTA power ON is evaluated independently from the HC 
SDR, which means no or low power RF transmissions.  Next, command the TWTA power ON. 
Note that the TWTA power ON command is executed by the PRO.  At this point any detectable 
change in current/voltage and temperature levels will be monitored.  Then command the TWTA 
relay ON (executed by the Commander), once received there is a 260 second timer internal to the 
TWTA before high voltage is sent to the TWT (Traveling Wave Tube) and amplified signals 
occur.  But in the absence of an input RF signal, the TWTA will deliver less than 0.2 mW of RF 
noise power at the output.  Any detectable change in current/voltage and temperature levels will 
be monitored.  Table 5-4 provides the details for the TWTA power ON evaluation along with 
resources (highlighted in green) needed for this checkout. 

Table 5-4—Checkout Stage 2 Subsystem (TWTA Power ON Evaluation) Checkout 

Subsystem (TWTA Power ON Evaluation) Checkout Pass/Fail 
Criteria 

Resources 

MCC CCC CEC POIC 

SCAN 
Testbed  

AS APS RF CTS HGA MGA 

ISS C&DH CP 
Power 

OP 
Power 

NEN LGA GPSA TWTA SN LGA  

Relay SN NEN GPS HC SDR JPL SDR 
SSPA 

JPL GPS 
Slice 

GD SDR  

 TWTA (Power ON Evaluation) 

o TWTA Power ON evaluation (executed by the PRO-POIC) 

 TWTA/PSU current/voltage levels are within expected range (compare to 
baseline results)  

 Verify temperature levels are within expected range 

o TWTA Relay output ON (allows the TWTA to amplify) 

 TWTA/PSU current/voltage levels are within expected range (compare to 
baseline results)  

 Verify temperature levels are within expected range 

Pass/Fail 

 

5.3.3 GD SDR\GD Power Amplifier (PA) Power ON Evaluation 

In this subsystem evaluation the GD SDR and PA are evaluated independently from Link Ops.  
The PRO will execute the command GD SDR power ON (power to the GD SDR is applied).  
The Controller will have the PRO execute the redundant power command first to exercise that 
power path.  The SDR will be ON for a short period, about 4-5 minutes to evaluated 
current/voltage and temperature levels for this power path, and then it will be shut down by the 
Commander and powered ON again (using the main power command) by the PRO.  At this point 
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any detectable change in current/voltage and temperature levels will be monitored.  When the 
SDR Boots the, OE and WF applications will load and then SDR executes the built-in-test.  The 
results from this test will be compared to ground baseline results.  The 1553 communications 
path between the AS and the GD SDR will be evaluated, confirmation that the SDR receives, 
processes and responds to commands.  During this process the GD PA will be powered ON but 
no RF will be transmitted.  Any detectable change in current/voltage and temperature levels will 
be monitored.  Also the GD SDR clock will be synchronized with the AS clock during this 
checkout process.  Table 5-5 provides the details for the GD SDR\GD PA power ON evaluation 
along with resources (highlighted in green) needed for this checkout. 

Table 5-5—Checkout Stage 2 Subsystem (GD SDR\GD PA Power ON Evaluation) 
Checkout 

Subsystem (GD SDR\GD PA Power ON Evaluation) Checkout Pass/Fail 
Criteria 

Resources 

MCC CCC CEC POIC 

SCAN 
Testbed  

AS APS RF CTS HGA MGA 

ISS C&DH CP 
Power 

OP 
Power 

NEN LGA GPSA TWTA SN LGA  

Relay SN NEN GPS HC SDR JPL SDR 
SSPA 

JPL GPS 
Slice 

GD SDR  

 GD SDR\GD Power Amplifier (PA) (Power ON Evaluation) 

o Command SDR power ON (SDR Boots up and indicates ready to receive 
commands, the PAS is in the Maintenance or Experiment State) (executed by 
the PRO) 

 OE and WF application load process 

 SDR built-in-test successful    

– Compare Boot results provide through telemetry to baseline results  

o SDR receives, processes, and responds to commands from the AS 

 1553 communications checkout including GD PA power ON 

o Telemetry or Log File made available from SDR to AS upon request with 
indications to the following:  

 OE running 

 Current/Voltage levels are within expected range 

 Temperatures are within expected range 

 Active/Inactive parameter telemetry as expected 

o SDR accepts and processes the set time command (AS to GD clock 
synchronization)  

 GD clock synchronized with AS clock (within required delta) 

Pass/Fail 
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5.3.4 HC SDR Power ON Evaluation 

In this subsystem evaluation HC SDR is evaluated independently from Link Ops.  The PRO will 
execute the command HC SDR power ON (power to the HC SDR is applied).  The Controller 
will have the PRO execute the redundant power command first to exercise that power path.  The 
SDR will be ON for a short period, about (7) minutes to evaluated current/voltage and 
temperature levels for this power path, and then it will be shut down by the Commander and 
powered ON again (using the main power command) by the PRO.  At this point any detectable 
change in current/voltage and temperature levels will be monitored.  When the SDR Boots, the 
OE and WF applications will load and then SDR executes the built-in-test.  The results from this 
test will be compared to ground baseline results.  The SpaceWire communications path between 
the AS and the HC SDR will be evaluated, confirmation that the SDR receives, processes and 
responds to commands.  During this process some SpaceWire diagnostic commands may be 
executed but would be executed in the Maintenance state staying within operational protocol.  
Also the HC SDR clock will be synchronized with the AS clock during this checkout process.  
Table 5-6 provides the details for the HC SDR power ON evaluation along with resources 
(highlighted in green) needed for this checkout. 

Table 5-6—Checkout Stage 2 Subsystem (HC SDR Power ON Evaluation) 
Checkout 

Subsystem (HC SDR Power ON Evaluation) Checkout Pass/Fail 
Criteria 

Resources 

MCC CCC CEC POIC 

SCAN 
Testbed  

AS APS RF CTS HGA MGA 

ISS C&DH CP 
Power 

OP 
Power 

NEN LGA GPSA TWTA SN LGA  

Relay SN NEN GPS HC SDR JPL SDR 
SSPA 

JPL GPS 
Slice 

GD SDR  

 HC SDR (Power ON Evaluation) 

o Command SDR power ON (SDR Boots up and indicates ready to receive 
commands, the PAS is in the Maintenance or Experiment State) (executed by 
the PRO-POIC) 

 OE and WF application load process 

 SDR built-in-test successful    

– Compare Boot results provide through telemetry to baseline results  

o SDR receives, processes, and responds to commands from the AS 

 SpaceWire communications checkout 

o Telemetry or Log File made available from SDR to AS upon request with 
indications to the following:  

 OE running 

Pass/Fail 
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 Current/Voltage levels are within expected range 

 Temperatures are within expected range 

 Active/Inactive parameter telemetry as expected 

o SDR accepts and processes the set time command (AS to Harris clock 
synchronization)  

 Harris clock synchronized with AS clock (within required delta) 

5.3.5 JPL SDR\GPS Slice Power ON Evaluation 

In this subsystem evaluation the JPL SDR (S-Band SSPA) and GPS slice power ON is evaluated 
independently from TDRS and NEN Link Ops.  The PRO will execute the command JPL SDR 
power ON (power to the JPL SDR is applied).  The Controller will have the PRO execute the 
redundant power command first to exercise that power path.  The SDR will be ON for a short 
period, about 4-5 minutes to evaluated current/voltage and temperature levels for this power 
path, and then it will be shut down by the Commander and powered ON again (using the main 
power command) by the PRO.  At this point any detectable change in current/voltage and 
temperature levels will be monitored.  When the SDR Boots, the OE (executing Initial & Startup 
config files) applications has started.  The Boot results are compared to ground baseline results.  
The 1553 communications path between the AS and the JPL SDR will be evaluated, 
confirmation that the SDR receives, processes and responds to commands.  During this process 
internal configured commands are executed by the Commander to power ON the S-Band SSPA 
and the GPS Slice.  Any detectable change in current/voltage and temperature levels will be 
monitored when SSPA and GPS Slice are both ON and when they are ON one at a time.  Also 
the JPL SDR clock will be synchronized with the AS clock during this checkout process.  Table 
5-7 provides the details for the JPL SDR power ON evaluation along with resources (highlighted 
in green) needed for this checkout. 

Table 5-7—Checkout Stage 2 Subsystem (JPL SDR\GPS Slice Power ON 
Evaluation) Checkout 

Subsystem (JPL SDR\GPS Slice Power ON Evaluation) Checkout Pass/Fail 
Criteria 

Resources 

MCC CCC CEC POIC 

SCAN 
Testbed  

AS APS RF CTS HGA MGA 

ISS C&DH CP 
Power 

OP 
Power 

NEN LGA GPSA TWTA SN LGA  

Relay SN NEN GPS HC SDR JPL SDR 
SSPA 

JPL GPS 
Slice 

GD SDR  

 JPL SDR\GPS Slice (Power ON Evaluation) 

o Command SDR power ON (SDR Boots up and indicates ready to receive 
commands, the PAS is in the Maintenance or Experiment State) (executed by 

Pass/Fail 
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the PRO-POIC) 

 OE application load process (Initial & Startup Config files)  

– Compare Boot results provide through telemetry to baseline results  

o SDR receives, processes, and responds to commands from the AS  

 1553 communications checkout 

 Internal JPL SDR command to enable power to the S-Band SSPA 

 Internal JPL SDR command to enable power to the GPS Slice 

o Telemetry or Log File made available from SDR to AS upon request with 
indications to the following:  

 OE running 

 Current/Voltage levels are within expected range 

 Temperatures are within expected range 

 Active/Inactive parameter telemetry as expected 

o SDR accepts and processes the set time command (AS to JPL clock 
synchronization)  

 JPL clock synchronized with AS clock (within required delta) 

 

5.3.6 GD SDR TDRS Link Ops & SN-MGA Evaluation 

In this subsystem evaluation the GD SDR receiver TDRS Link Ops and SN-MGA characteristics 
are evaluated in receive operations.  The Scheduler will schedule several TDRS contacts to 
obtain SN-MGA pattern cuts & GD SDR receiver stability results using a spread signal SSA 
and/or SMA Forward service.  Also evaluated is the RF path from the GD SDR to the SN-MGA. 
Prior to receive operations the RF CTS will be configured for the GD to SN-MGA RF path.  In 
addition, the ability of the GD SDR/APS Open-Loop process to accurately lock on (assuming 0.5 
dB pointing loss is reached) the SN Forward service will be evaluated during this checkout.  This 
will require the upload of several program track files (one for each TDRS pass) to the AS, where 
then the SN-MGA will point at the prescribed Az/El position values contained in each program 
track file.  Any link loss identified (during post processing) will be compared to values identified 
in CTV testing.  GD experiment team will analyze the results provide by the MOT from each 
receive operations to evaluate or characterize the SN-MGA performance where applicable for the 
following but not limited to measures; far field pattern, directivity, input impedance and VSWR, 
gain, efficiency, EIRP and, antenna noise temperature.  Any detectable change in current/voltage 
and temperature levels will be monitored by the Controller during this checkout.  Table 5-8 
provides the details for the GD SDR TDRS Link Ops and SN-MGA evaluation along with 
resources (highlighted in green) needed for this checkout.   
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Table 5-8—Checkout Stage 2 Subsystem (GD SDR TDRS Link Ops & SN-MGA 

Evaluation) Checkout 

Subsystem (GD SDR TDRS Link Ops & SN-MGA Evaluation) Checkout Pass/Fail 
Criteria 

Resources 

MCC CCC CEC POIC 

SCAN 
Testbed  

AS APS RF CTS SN-HGA SN-MGA 

ISS C&DH CP 
Power 

OP 
Power 

NEN-LGA GPSA TWTA SN-LGA  

Relay SN NEN GPS HC SDR JPL SDR 
SSPA 

JPL GPS 
Slice 

GD SDR  

GD SDR TDRS Link Ops & SN-MGA Evaluation (SN SSA and/or SMA Forward services are required, 
GD SDR is in Receive operations) 

 Schedule TDRS contacts to obtain SN-MGA pattern cuts & GD SDR receiver stability results 
using spread signal SSA and/or SMA Forward service 

 RF Subsystem (RF CTS Configured) 

o Command RF CTS Positioning checkout (require using a combination of main & redundant 
power commands) 

 RF Switches configured for SDR to Antenna receive path for each acquisition of signal test 
below (SDR to Antenna path evaluated after AoS) 

– GD ← SN-MGA 

 Instantiate the WF, and then configure the WF (data rate, symbol rate, etc) 

 Start Receive WF  

 GD SDR SN SSA and/or SMA Forward Link Ops (Repeat over several TDRS 
contacts) 

o SN SSA Forward Signal Link Ops using APS w/ SN-MGA (Open-Loop) (establish 
end-to-end S-Band predictive pointing capability, establish SN-MGA bore-sight, 
& SN-MGA Open-Loop Characterization 

 Gimbals Driven to Predicted AoS of TDRS (first point from program track file) 

 Initiate program track mode (from program track file) 

 AoS TDRS S-Band (follows the Receive process checks below) (assuming 
0.5 dB pointing loss reached) 

– Telemetry indications of signal processing state 

– Telemetry indications of quality of signal lock  

– Telemetry indicates receiver power level change 

– Temperature & Current/Voltage levels are within expected range 

– No spurious lock indications 

– SDR acquires forward link waveform 

Pass/Fail 
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– Forward link implementation loss meets or exceeds values identified in 

CTV testing 

– SDR able to reacquire autonomously when signal is lost 

Characterize SN-MGA performance results (where applicable) for the following (Far Field pattern, 
Directivity, Input Impedance and VSWR, Gain, Efficiency, EIRP, Antenna Noise Temperature, etc…) 

 

5.3.7 HC SDR TDRS Link Ops & SN-HGA Evaluation 

In this subsystem evaluation the HC SDR TDRS Link Ops and HGA characteristics are 
evaluated in receive operations.  Note:  The TWTA is not used in this evaluation since this is a 
receive operation checkout.  The Scheduler will schedule several TDRS contacts to obtain SN-
HGA pattern cuts & HC SDR receiver stability results using a spread signal KaSA Forward 
service.  Also evaluated is the RF path from the HC SDR to the SN-HGA (no RF CTS involved). 
In addition, the ability of the HC SDR/APS Closed-Loop process to accurately lock on and track 
(assuming 3dB pointing loss corresponding to the 0.8° pointing error) the SN Forward service 
will be evaluated during this checkout.  This will require the upload of several program track 
files (one for each TDRS pass) to the AS, to then be used in the program track mode the 
precursor to the Closed-Loop process.  Any link loss identified (during post processing) will be 
compared to values identified in Compatibility Test Set (CTS) testing.  HC experiment team will 
analyze the results provide by the MOT from each receive operation to evaluate or characterize 
the SN-HGA performance where applicable for the following but not limited to measures; far 
field pattern, directivity, input impedance and VSWR, gain, efficiency, EIRP and, antenna noise 
temperature.  Any detectable change in current/voltage and temperature levels will be monitored 
by the Controller during this checkout.  Table 5-9 provides the details for the HC SDR TDRS 
Link Ops and SN-HGA evaluation along with resources (highlighted in green) needed for this 
checkout.   
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Table 5-9—Checkout Stage 2 Subsystem (HC SDR TDRS Link Ops & SN-HGA 

Evaluation) Checkout 

Subsystem (HC SDR TDRS Link Ops & SN-HGA Evaluation) Checkout Pass/Fail 
Criteria 

Resources 

MCC CCC CEC POIC 

SCAN 
Testbed  

AS APS RF CTS SN-HGA SN-MGA 

ISS C&DH CP 
Power 

OP 
Power 

NEN-LGA GPSA TWTA SN-LGA  

Relay SN NEN GPS HC SDR JPL SDR 
SSPA 

JPL GPS 
Slice 

GD SDR  

HC SDR TDRS Link Ops & SN-HGA Evaluation (SN KaSA Forward services are required, HC SDR is in 
Receive operations) 

 Schedule TDRS contacts to obtain HGA pattern cuts & SDR receiver stability results using 
spread signal KaSA Forward service 

 Instantiate the WF, and then configure the WF (data rate, symbol rate, etc) 

 Start Receive WF  

 Harris SDR SN KaSA Forward Link Ops (Repeat over several TDRS contacts) 

o AoS SN KaSA Forward Signal Process APS w/ SN-HGA (Closed-Loop) 

 Gimbals Driven to Predicted AoS of TDRS (first point from program track file)  

 Initiate program track mode (from program track file) 

 Internal to Closed-Loop algorithm (Note:  Only parameters set in the 
antenna_config.xml file will dictate the limitations on APS operating modes) 

– Perform Spiral Search Mode (Closed-Loop: for initial characterizing 
APQM response the transition thresholds will be set high, so that Spiral 
Search Mode can be on for the duration of the TDRS pass.  Other 
testing will need to set thresholds at various levels to do anti-side-lobe 
lock, dependent on the data from the initial spiral search with high 
thresholds)  

– AoS TDRS Ka-Band (assuming 3dB pointing loss corresponding to the 
0.8° pointing error) 

 Telemetry indications of signal processing state 

 Telemetry indications of quality of signal lock  

 Telemetry indicates receiver power level change 

 Temperature & Current/Voltage levels are within expected range 

 No spurious lock indications 

 SDR acquires forward link waveform 

 Forward link implementation loss meets or exceeds values identified 

Pass/Fail 
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in CTS testing 

 SDR able to reacquire autonomously when signal is lost (via Closed-
Loop process to achieve APQM value) 

– Perform Closed-Loop Track (Auto Track) - dither mode (and stays in this 
mode unless the error increases such that spiral search is re-initiated) 
(follows the Receive process checks below) 

 

Characterize SN-HGA performance results (where applicable) for the following (Far Field pattern, 
Directivity, Input Impedance and VSWR, Gain, Efficiency, EIRP, Antenna Noise Temperature, etc…) 

 

5.3.8 JPL SDR TDRS Link Ops & SN-LGA Evaluation 

In this subsystem evaluation the JPL SDR receiver TDRS Link Ops and SN-LGA characteristics 
are evaluated in receive operations.  The Scheduler will schedule several TDRS contacts to 
obtain SN-LGA pattern cuts & JPL SDR receiver stability results using a spread signal SSA 
and/or SMA Forward service.  Also evaluated is the RF path from the JPL SDR to the SN-LGA.  
Prior to receive operations the RF CTS will be configured for the JPL to SN-LGA RF path.  In 
addition, the ability of the JPL SDR/SN-LGA to accurately lock on the SN Forward service will 
be evaluated during this checkout.  Any link loss identified (during post processing) will be 
compared to values identified in CTV testing.  JPL experiment team will analyze the results 
provide by the MOT from each receive operation to evaluate or characterize the SN-LGA 
performance where applicable for the following but not limited to measures; far field pattern, 
directivity, input impedance and VSWR, gain, efficiency, EIRP and, antenna noise temperature. 
Any detectable change in current/voltage and temperature levels will be monitored by the 
Controller during this checkout.  Table 5-10 provides the details for the JPL SDR TDRS Link 
Ops and SN-LGA evaluation along with resources (highlighted in green) needed for this 
checkout.   
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Table 5-10—Checkout Stage 2 Subsystem (JPL SDR TDRS Link Ops & SN-LGA 

Evaluation) Checkout 

Subsystem (JPL SDR TDRS Link Ops & SN-LGA Evaluation) Checkout Pass/Fail 
Criteria 

Resources 

MCC CCC CEC POIC 

SCAN 
Testbed  

AS APS RF CTS SN-HGA SN-MGA 

ISS C&DH CP 
Power 

OP 
Power 

NEN-LGA GPSA TWTA SN-LGA  

Relay SN NEN GPS HC SDR JPL SDR 
SSPA 

JPL GPS 
Slice 

GD SDR  

JPL SDR TDRS Link Ops & SN-LGA Evaluation (SN SSA and/or SMA Forward services are required, 
JPL SDR is in Receive operations) 

 Schedule TDRS contacts to obtain SN-LGA pattern cuts & JPL SDR receiver stability results 
using spread signal SSA and/or SMA Forward service 

 RF Subsystem (RF CTS Configured) 

o Command RF CTS Positioning checkout (require using a combination of main & redundant 
power commands) 

 RF Switches configured for SDR to Antenna receive path for each acquisition of signal test 
below (SDR to Antenna path evaluated after AoS) 

– JPL ← SN-LGA 

 Instantiate the WF, and then configure the WF (data rate, symbol rate, etc) 

 Start Receive WF  

 JPL SDR AoS SN SSA and/or SMA Forward & SN-LGA Evaluation (Repeat over 
several TDRS contacts) 

o AoS SN SSA and/or SMA Forward Signal using Omni direction SN-LGA line of 
sight off the bore-sight (follows the Receive process checks below) 

 Telemetry indications of signal processing state 

 Telemetry indications of quality of signal lock  

 Telemetry indicates receiver power level change 

 Temperature & Current/Voltage levels are within expected range 

 No spurious lock indications 

 SDR acquires forward link waveform 

 Forward link implementation loss meets or exceeds values identified in CTV 
testing 

 SDR able to reacquire autonomously when signal is lost 

Pass/Fail 

Characterize SN-LGA performance results (where applicable) for the following (Far Field pattern, 
Directivity, Input Impedance and VSWR, Gain, Efficiency, EIRP, Antenna Noise Temperature, etc…) 
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5.3.9 JPL SDR NEN Link Ops & NEN-LGA Evaluation 

In this subsystem evaluation the JPL SDR NEN Link Ops and NEN-LGA characteristics are 
evaluated in receive operations.  The Scheduler will schedule several NEN contacts (WGS) to 
obtain NEN-LGA pattern cuts & JPL SDR receiver stability results using a spread signal Uplink 
service.  Also evaluated is the RF path from the JPL SDR to the NEN-LGA.  Prior to receive 
operations the RF CTS will be configured for the JPL to NEN-LGA RF path.  In addition, the 
ability of the JPL SDR/NEN-LGA to accurately lock on the NEN Uplink service will be 
evaluated during this checkout.  Any link loss identified (during post processing) will be 
compared to values identified in NEN testing.  JPL experiment team will analyze the results 
provide by the MOT from each receive operations to evaluate or characterize the NEN-LGA 
performance where applicable for the following but not limited to measures; far field pattern, 
directivity, input impedance and VSWR, gain, efficiency, EIRP and, antenna noise temperature.  
Any detectable change in current/voltage and temperature levels will be monitored by the 
Controller during this checkout.  Table 5-11 provides the details for the JPL SDR NEN Link Ops 
and NEN-LGA evaluation along with resources (highlighted in green) needed for this checkout.   

Table 5-11—Checkout Stage 2 Subsystem (JPL SDR NEN Link Ops & NEN-LGA 
Evaluation) Checkout 

Subsystem (JPL SDR NEN Link Ops & NEN-LGA Evaluation) checkout Pass/Fail 
Criteria 

Resources 

MCC CCC CEC POIC 

SCAN 
Testbed  

AS APS RF CTS SN-HGA SN-MGA 

ISS C&DH CP 
Power 

OP 
Power 

NEN-LGA GPSA TWTA SN-LGA  

Relay SN NEN GPS HC SDR JPL SDR 
SSPA 

JPL GPS 
Slice 

GD SDR  

JPL SDR NEN Link Ops & NEN-LGA Evaluation (NEN Uplink services are required, JPL SDR is in 
Receive operations) 

 Schedule NEN contacts to obtain NEN-LGA pattern cuts & JPL SDR receiver stability results 
using spread signal NEN Uplink service 

 RF Subsystem (RF CTS Configured) 

o Command RF CTS Positioning checkout (require using a combination of main & redundant 
power commands) 

 RF Switches configured for SDR to Antenna receive path for each acquisition of signal test 
below (SDR to Antenna path evaluated after AoS) 

– JPL ← NEN-LGA 

 Instantiate the WF, and then configure the WF (data rate, symbol rate, etc) 

 Start Receive WF  
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 JPL SDR AoS NEN Uplink & NEN LGA Evaluation (Repeat over several NEN 
contacts) 

o AoS NEN S-Band Uplink Signal using Omni direction NEN-LGA line of sight off 
the bore-sight (follows the Receive process checks below) 

 Telemetry indications of signal processing state 

 Telemetry indications of quality of signal lock  

 Telemetry indicates receiver power level change 

 Temperature & Current/Voltage levels are within expected range 

 No spurious lock indications 

 SDR acquires forward link waveform 

 Forward link implementation loss meets or exceeds values identified in NEN 
testing 

 SDR able to reacquire autonomously when signal is lost 

Pass/Fail 

Characterize NEN LGA performance results (where applicable) for the following (Far Field pattern, 
Directivity, Input Impedance and VSWR, Gain, Efficiency, EIRP, Antenna Noise Temperature, etc…) 

 

5.3.10 JPL SDR (GPS Slice) GPS L1, L2, & L5 Link Ops (Bit Sampler Evaluation) 

In this subsystem evaluation the JPL SDR (GPS Slice) GPS Link Ops\Bit Sampler is evaluated.  
The MOT will conduct GPS receive operations over several orbits to obtain approximately two 
(2) seconds worth of the L1, L2 and L5 signals provided by the GPS constellation.  Also 
evaluated is the RF path from the JPL SDR to the GPSA.  After each L1, L2 and L5 signal is 
filtered and amplified, it is then direct digital down-converted and sampled at a rate of 38.656 
MHz.  Each of the four data streams (L1, L2, L5-I in-phase and L5-Q quadrature) and the data 
clock are then converted to low-voltage differential signaling levels and output for processing 
and are stored in approximately 80 Mb files.  The files are then transferred by the Commander 
through the Primary path to the CCC for post processing by JPL experiment team.  Any link loss 
identified (during post processing) will be compared to values identified in GPS ground testing.  
Any detectable change in current/voltage and temperature levels will be monitored by the 
Controller during this checkout.  The GPS Receiver WF will be installed after checkout and will 
go through a separate checkout and commission to occur after Testbed checkout and 
commissioning.  During this checkout the GPSA will also be evaluated over a longer GPS Link 
Ops period.  Table 5-12 provides the details for the JPL SDR (GPS Slice) GPS Link Ops\Bit 
Sampler evaluation along with resources (highlighted in green) needed for this checkout.   
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Table 5-12—Checkout Stage 2 Subsystem (JPL SDR (GPS Slice) GPS Link Ops - 

Bit Sampler Evaluation) Checkout 

Subsystem (JPL SDR (GPS Slice) GPS Link Ops - Bit Sampler 
Evaluation) Checkout 

Pass/Fail 
Criteria 

Resources 

MCC CCC CEC POIC 

SCAN 
Testbed  

AS APS RF CTS SN-HGA SN-MGA 

ISS C&DH CP 
Power 

OP 
Power 

NEN-LGA GPSA TWTA SN-LGA  

Relay SN NEN GPS HC SDR JPL SDR 
SSPA 

JPL GPS 
Slice 

GD SDR  

JPL SDR (GPS Slice) GPS Link Ops - Bit Sampler Evaluation  

 Instantiate the WF-Bit Sampler 

 Start Receive WF-Bit Sampler  

 JPL SDR (GPS Slice) AoS GPS L1, L2, & L5 Evaluation (Repeat sampling over 
several orbits) 

o For JPL SDR (GPS Slice), sample and record the GPS L1, L2 & L5 and forward 
data to ground for post processing by the JPL experiment team 

 Acquired 2 seconds worth of GPS L1, L2 & L5 Signal (follows the Receive 
process checks below) 

– Telemetry indications of signal processing state (real-time) 

– Temperature & Current/Voltage levels are within expected range (real-
time) 

– Evaluate L1 signal sample (post processing by JPL experiment team) 

– Evaluate L2 signal sample (post processing by JPL experiment team) 

– Evaluate L5-I (in-phase) signal sample (post processing by JPL 
experiment team) 

– Evaluate L5-Q (quadrature) signal sample (post processing by JPL 
experiment team) 

Pass/Fail 
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6.0 COMMISSIONING OPERATIONS OBJECTIVES  

Prior to entering the payload commission phase, the SCAN Testbed must successfully complete 
the on-orbit checkout phase.  Any residual issues are addressed by the Engineering Review 
Board (ERB) and will be reviewed and dispositioned by the CoNNeCT Project CCB if 
necessary. Issues that require new software uploads will be executed and re-tested prior to 
handover to Phase II Project. In the commissioning phase the SCAN Testbed goes through a sort 
of calibration.  This is where the system (ground & flight) is flowing data the minimum and 
maximum capabilities of the payload are evaluated.  Because this payload is a Testbed not all 
functionality will be pushed to its operating limits.  The true operating limits will be evaluated in 
experiments conducted in Phase II.  What will be evaluated is the S-Band and Ka-Band 
communication performance as compared to what was verified in ground CTV, CTS and NEN 
testing.  Performance evaluation of onboard processing of GPS signals (L1, L2, & L5) used for 
onboard navigation and other experiments will be evaluated after the Testbed commission and 
Phase II operations.  The ability to receive the GPS signals for ground processing was validated 
during checkout phase.  The S-Band performance evaluation will involve full duplex 
(Forward/Return or Uplink/Downlink) operations using the GD and JPL SDRs with the various 
S-Band antennas (SN-MGA, SN-LGA, & NEN-LGA).  The Ka-Band performance evaluation 
will include duplex operation of the HC SDR, TWTA (Ka-Band transmission only), and, SN-
HGA.  What makes this evaluation different from what was performed in the checkout phase; 
this phase involves WF application command & reconfiguration, pseudo science data receive & 
transmission through the Experimental communications path, and the demonstration of multi-
SDR operations.  At the end of Commissioning, there will be an opportunity to update the PAS 
VxWorks Operating System Kernel (primary) software and updates required because of error 
detection to the OE & WF applications on the SDRs.  These updates will be evaluated through 
regression testing to confirm passage to Phase II.  A detailed explanation of the commissioning 
operations objectives is covered in the following sections.  Each evaluation stage discussed 
above has pass/fail criteria.  The definitions of what is a Pass and what is a Fail are presented in 
Appendix F. Table 6-0 shows the top level objectives for SCAN Testbed checkout along with an 
estimated duration for each stage.  The actual timeline for these events is in Appendix E.  The 
MOT team will be responsible for scheduling all the SN KaSA, SSA, SMA, and MA (via SNAS) 
and NEN uplink and downlink (through NEN Scheduling Office (NENSO)) contacts and 
services for this evaluation. 
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Table 6-0—Commissioning Operations Objectives 

System Commissioning Duration

Commissioning Stage 1: GD SDR S-Band Communications Performance (using the SN-
MGA, SN-LGA, and, NEN-LGA) 

7 days 

Commissioning Stage 2: JPL SDR S-Band Communications Performance (using the SN-
MGA, SN-LGA, and, NEN-LGA) 

7 days 

Commissioning Stage 3: Ka-Band Communications Performance (HC SDR using the TWTA 
(transmission only) and SN-HGA) 

7 days 

Commissioning Stage 4: Demonstrate Multi-SDR Operations (JPL SDR, GD SDR, and, HC 
SDR) 

10 days 

6.1 Commissioning Stage 1 GD SDR S-Band Communications Performance 

This stage involves duplex operations of the GD SDR using the S-Band SN-MGA, SN-LGA and 
simplex operations using the NEN-LGA.  What will also be evaluated are the Forward/Return 
and Downlink data rate ranges.  GD SDR\SN-MGA operations will involve the Open-Loop 
process for AoS (assuming 0.5 dB pointing loss is reached) and transmission of the S-Band 
signal WFs at MDRs and LDRs. GD SDR\SN-LGA operations will involve AoS and 
transmission of S-Band signal WFs at VLDRs.  The GD SDR\NEN-LGA operations will involve 
downlink of S-Band signal WFs at MDRs.  Per mission requirements other SN services such as 
tracking will be exercised by the GD SDR and eventually by the JPL SDR when it is updated (in 
Phase II operations) with the appropriate WF application.  The GD SDR will exercise the 
tracking services.  The tracking services that will be exercised are Ranging and Doppler.  Also 
evaluated is the reconfiguration of the GD SDR OE and WF applications at least to the level of 
receiving, processing, and responding to OE & WF commands sent from the Commander at the 
CCC.  Phase II operations will be executing new OE and WF applications in support of 
experiments.  This evaluation may also include updates to GD SDR OE & WF applications if 
anomalies are discovered that require an update or a reloading of the launch OE & WF 
applications may also suffice as validation of this capability.  Table 6-1 provides the details to 
the RF receive and transmit process, SN tracking & clock calibration process and system 
resources (highlighted in green) needed for this evaluation.  The GD receive and transmit WFs  
that may be evaluated during commissioning are described in Tables 6-2 – 6-4 with the 
corresponding antenna configurations, SN & NEN services requested and associated scenario 
timelines (Appendix D).  The GD SDR experiment team will evaluate BER performance results 
from these WF tests and compare them to the results obtained in ground based CTV and NEN 
testing for each Forward/Return and Downlink communication paths.  
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Table 6-1—Commissioning Stage 1 GD SDR S-Band Communications 

Performance 

GD SDR S-Band Communications Performance Commissioning Pass/Fail 
Criteria 

Resources 

MCC CCC CEC POIC 

SCAN 
Testbed  

AS APS RF CTS SN-HGA SN-MGA 

ISS C&DH CP 
Power 

OP 
Power 

NEN-LGA GPSA TWTA SN-LGA  

Relay SN NEN GPS HC SDR JPL SDR 
SSPA 

JPL GPS 
Slice 

GD SDR  

GD SDR S-Band Communications Performance commissioning 

 Schedule SN (SSA, SMA, &, MA)  & NEN (Downlink) contacts & services 

o Timeline for SN Forward/Return & Tracking Service 

 Joint activities performed by MOT and the SN to support SCAN Testbed  

– Process Schedule Orders (SHOs) (48 hrs prior to scheduled service ) 

– Process SCAN Testbed PVT (IIRVs) (state vectors supplied by MOT to FDF) 

– Generate TDRS pointing angles and Doppler measurements 

– Pre-Service test 

– Antenna slew to line of sight location of SCAN Testbed (applicable to SA) 

– Commanding generation for TDRS and WSC ground equipment 

– Execute Forward/Return and Tracking/time transfer measurement service based 
upon the SHO 

 For Forward Service: WSC provides Doppler compensated and PN encoded 
(short code on I channel, long code on Q channel) Forward link at the time 
specified in the SHO 

 For Return Service: WSC receives the SCAN Testbed Return link using the High 
Data Rate Receiver at the time specified in the SHO   

 Program Track Files uploaded to AS for APS Open-Loop SN-MGA operations  

 RF CTS configured for SDR to Antenna path operations for each WF evaluated below (SDR to 
Antenna paths operations are established in series) 

o GD SDR ↔ SN-MGA 

o GD SDR ↔ SN-LGA 

o GD SDR → NEN-LGA 

 GD SDR RF Receive process evaluation with SN-MGA & SN-LGA operations  

o Instantiate the WF application, and then configure the WF application (data 
rate, symbol rate, etc) 

Pass/Fail 
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o Start Receive WF application 

o TDRS Link Ops of S-Band signal 

 Telemetry indications of signal processing state (assume Pass at 
checkout) 

 Telemetry indications of quality of signal lock (assume Pass at checkout) 

 Telemetry indicates receiver power level change (via AGC) (assume Pass 
at checkout) 

 Temperature & Current/Voltage levels are within expected range (assume 
Pass at checkout) 

 No spurious lock indications (assume Pass at checkout) 

 SDR acquires, demodulates, decodes (as applicable) forward link 
waveform 

– Tracking Service:  

 After PN short code acquisition, the forward carrier is recovered in 
the GD SDR 

 Then the recovered forward carrier is used to tune the reference  
oscillator in the GD SDR which provides the frequency reference 
for the return carrier   

 Forward link implementation loss meets or exceeds values identified in 
CTV testing 

 SDR able to reacquire autonomously when signal is lost (assume Pass at 
checkout) 

o Stop Receive WF application 

 GD SDR RF Transmit process evaluation for SN-MGA & SN-LGA operations  

o Instantiate the TDRS WF, and then configure the WF (data rate, symbol rate, 
etc)  

 Return link generation 

– The I/Q channel data and return PN code are used to modulate the 
coherent return carrier to produce the return link 

– Return I and/or Q channel data are added to a GD SDR generate long 
PN code 

– GD SDR epoch long PN code is synchronized with the epoch of the 
long PN code received on the forward link 

o Start Transmit WF application 

 Tracking Service (Coherent Return):  

– High Data Rate Receiver performs PN code acquisition, carrier 
recovery, and demodulation of I/Q channel data from the carrier 

– I/Q channel data is bit synchronized and convolutional decoded if 
necessary 

– Range data is extracted at WSC 

– Time transfer measurement is available when the SCAN Testbed 
transmits the long PN code on the return link (epoch synchronized to 
the received forward link PN code epoch of the range channel).  Each 
time transfer measurement consists of two elapsed times: 

Pass/Fail 
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 The time elapsed between a reference 1 second time mark and 

the first forward PN epoch occurring after that reference time. 

 The time elapsed between that same reference time mark and the 
first return PN epoch received after the first forward PN epoch 
after that same reference time mark. 

– And two corrections that account for the transit times through the 
SGLT. These corrections are estimates of the following times: 

 Delay from generation of the forward PN epoch until it departs the 
ground terminal antenna. 

 Time delay between when a return PN epoch arrives at the ground 
terminal antenna and it reaches the point where a time tag is 
applied. 

 Temperature & Current/Voltage levels are within expected range 

 SDR transmits return link waveform without interruption or fault condition  

 Return (SN) implementation loss meets or exceeds values identified in 
CTV testing 

o Stop Transmit WF application 

 GD SDR RF Transmit process evaluation for NEN-LGA operations  

o Instantiate the NEN WF, and then configure the WF (data rate, symbol rate, 
etc)  

o Start Transmit WF application 

 Temperature & Current/Voltage levels are within expected range 

 SDR transmits return link waveform without interruption or fault condition  

 Downlink (NEN) implementation loss meets or exceeds values identified in 
NEN testing 

o Stop Transmit WF application 
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Table 6-2—GD SDR NEN WF Operations (TBR-06-01) 

NOST P/L 
Antenna  

NEN 
Service 

COH/ 
N-COH 

Carrier  
RF    

(MHz) 

Carrier 
Mod. 

Mod.   
Index 
(rad) 

Carrier 
Suppression 

(dB) 

PCM 
Data  

Format 

Channel 
Coding 

Data 
Rate 

(kbps) 

Symbol 
Rate 

(ksps) 

22-28 NEN-LGA DL N-COH 2287.5 SQPSK 1.57 61.97 NRZ-M Conv. 
Coding, 
R=1/2 

1000 2000 

 

Table 6-3—GD SDR S-Band SN Forward Link WF Operations (TBR-06-02) 

NOST P/L 

Antenna 

SN 

Service 

 

Carrier  

RF  

(MHz) 

SN 

Power 

Mode 

Link 

Margin 

(dB) 

Carrier 

Mod. 

PN 

Code 

PCM 

Data 

Format 

Channel 

Coding 

Data Rate (kbps)/

Symbol Rate (ksps) 

I/Q 

Ratio 

(dB) 
I Q 

4-6, 

20, 21, 

33, 34 

SN-LGA SMA-F 2106.40625 Normal -2.9 UQPSK 

(10:1) 

SNIP 

#61 

NRZ-L Conv. 

Coding 

R=1/2 

18/ 36 PN 

Ranging 

10:1 

4-6, 

20, 21, 

33, 34 

SN-LGA SSA-F 2041.02708 Normal -1.0 

F1-F7 

high 

1.7 

F8-F10 

high 

3.9 

11-15, 

35, 36 

SN-MGA SMA-F 2106.40625 Normal 1.9 UQPSK 

(10:1) 

SNIP 

#61 

NRZ-L Conv. 

Coding 

R=1/2 

72/ 

144 

PN 

Ranging 

10:1 

11-15, 

35, 36 

SN-MGA SSA-F 2041.02708 Normal 3.8 

4-6, 

20, 21, 

33, 34 

SN-LGA SSA-F F8-F10 

high 

-2.1 
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Table 6-4—GD SDR S-Band SN Return Link WF Operations (TBR-06-03) 

NOST P/L 
Antenna 

SN 
Service 

Carrier 
RF 

(MHz) 

Link 
Margin 

(dB) 

Carrier 
Mod. 

Data 
Group/ 
Mode 

PN 
Code 

PCM 
Data 

Format 

Channel 
Coding 

Data     
Rate   

(kbps) 

Symbol 
Rate    

(ksps) 

11-15, 
35, 36 

SN-MGA MA-R 2287.5 -0.4 SQPN DG 1, 
Mode 1 

SNIP 
#61 

NRZ-M Conv. 
Coding 
R=1/2 

24 

(I=Q) 

48 

(I=Q) 
SMA-R 1.4 

4-6, 
20, 21, 
33, 34 

SN-LGA SSA-R 2216.5 -1.6 

11-15, 
35, 36 

SN-MGA 9.7 

11-15, 
35, 36 

SN-MGA MA-R 2287.5 -0.4 SQPN DG1, 
Mode 2 

SNIP 
#61 

NRZ-M Conv. 
Coding 
R=1/2 

24 

(I=Q) 

48 

(I=Q) 

11-15, 
35, 36 

SN-MGA SMA-R 1.4 

4-6, 
20, 21, 
33, 34 

SN-LGA SSA-R 2216.5 -1.6 

11-15, 
35, 36 

SN-MGA 9.7 

11-15, 
35, 36 

SN-MGA SMA-R 2287.5 -5.58 SQPN DG 1, 
Mode 1 

SNIP 
#61 

NRZ-M Conv. 
Coding 
R=1/2 

192 

(I= Q =96) 

384 

(I=Q =192) 

11-15, 
35, 36 

SN-MGA SSA-R 2216.5 0.7 

11-15, 
35, 36 

SN-MGA SMA-R 2287.5 -5.58 SQPN DG 1, 
Mode 2 

SNIP 
#61 

NRZ-M Conv. 
Coding 
R=1/2 

192 

(I= Q =96) 

384 

(I=Q =192) 

11-15, 
35, 36 

SN-MGA SSA-R 2216.5 0.7 

11-15, 
35, 36 

SN-MGA SSA-R 2216.5 -6 UQPSK
(1:4) 

DG 1, 
Mode 3 

SNIP 
#61 

NRZ-M Conv. 
Coding 
R=1/2 

I= 1 
(Ranging) 
Q= 1000 

I= 2          
Q= 2000 

11-15, 
35, 36 

SN-MGA SSA-R 2216.5 -6 SQPSK DG 2, 
Modes 
1&2 

N / A NRZ-M Conv. 
Coding 
R=1/2 

1000 
(I=Q=500) 

2000 
(I=Q=1000) 
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6.2 Commissioning Stage 2 JPL SDR S-Band Communications Performance 

Assessment of duplex operations of the JPL SDR using the S-Band SN-MGA, SN-LGA and 
NEN-LGA will be conducted during Stage 2 of commissioning.  What will also be evaluated are 
the Forward/Return and Uplink & Downlink data rate ranges.  Similar to GD SDR evaluation, 
the JPL SDR\SN-MGA operations will involve the Open-Loop process for AoS (assuming 0.5 
dB pointing loss is reached) and transmission of the S-Band signal WFs at MDRs and LDRs and 
JPL SDR\SN-LGA operations will execute AoS and transmission of S-Band signal WFs at 
VLDRs. The JPL SDR\NEN-LGA operations will involve both uplink and downlink of S-Band 
signal WFs at MDRs.  As mention earlier, the JPL SDR will also exercise SN tracking and clock 
calibration services but during Phase II operations.  Similar to the GD testing the JPL SDR 
reconfiguration will also be validated, at least to the level of receiving, processing, and 
responding to OE & WF commands sent from Commander at the CCC.  This evaluation may 
also include updates to JPL SDR OE & WF applications if required prior to Phase II handover or 
simply reloading of the launch OE & WF applications would also meet validation requirements. 
True reconfiguration of an SDR is part of the experiments to be executed in Phase II operations. 
Table 6-5 provides the details to the RF receive and transmit process and system resources 
(highlighted in green) needed for this stage.  The JPL receive and transmit WFs  that may be 
evaluated during commissioning are described in Tables 6-6 – 6-8 with the corresponding 
antenna configurations, SN & NEN services requested and associated scenario timelines 
(Appendix D).  The JPL SDR experiment team will evaluate BER performance results from 
these test and compare them to the results obtained in ground based CTV and NEN testing for 
each Forward/Return and Uplink/Downlink communication paths. 
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Table 6-5—Commissioning Stage 2 JPL SDR S-Band Communications 

Performance 

JPL SDR S-Band Communications Performance Commissioning Pass/Fail 
Criteria 

Resources 

MCC CCC CEC POIC 

SCAN 
Testbed  

AS APS RF CTS SN-HGA SN-MGA 

ISS C&DH CP 
Power 

OP 
Power 

NEN-LGA GPSA TWTA SN-LGA  

Relay SN NEN GPS HC SDR JPL SDR 
SSPA 

JPL GPS 
Slice 

GD SDR  

JPL SDR S-Band Communications Performance commissioning 

 Schedule SN (SSA, SMA, &, MA)  & NEN (Uplink & Downlink) contacts & services 

o Timeline for SN Forward/Return Service 

 Joint activities performed by MOT and the SN to  support SCAN Testbed  

– Process Schedule Orders (SHOs) (48 hrs prior to scheduled service ) 

– Process SCAN Testbed PVT (IIRVs) (state vectors supplied by MOT to FDF) 

– Generate TDRS pointing angles and Doppler measurements 

– Pre-Service test 

– Antenna slew to line of sight location of SCAN Testbed (applicable to SA) 

– Commanding generation for TDRS and WSC ground equipment 

– Execute Forward/Return and Tracking/time transfer measurement service based 
upon the SHO 

 For Forward Service: WSC provides Doppler compensated and PN encoded 
(short code on I channel, long code on Q channel) Forward link at the time 
specified in the SHO 

 For Return Service: WSC receives the SCAN Testbed Return link using the High 
Data Rate Receiver at the time specified in the SHO   

 Program Track Files uploaded to AS for APS Open-Loop SN-MGA operations  

 RF CTS configured for SDR to Antenna path operations for each WF evaluated below (SDR to 
Antenna paths operations are established in series) 

o JPL SDR ↔ SN-MGA 

o JPL SDR ↔ SN-LGA 

o JPL SDR ↔ NEN-LGA 

 JPL SDR RF Receive process evaluation with SN-MGA, SN-LGA, & NEN-LGA 
operations  

o Instantiate the WF application, and then configure the WF (data rate, symbol 

Pass/Fail 
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rate, etc) 

o Start Receive WF application 

o TDRS & NEN Link Ops of S-Band WFs 

 Telemetry indications of signal processing state (assume Pass at 
checkout) 

 Telemetry indications of quality of signal lock (assume Pass at checkout) 

 Telemetry indicates receiver power level change (via AGC) (assume Pass 
at checkout) 

 Temperature & Current/Voltage levels are within expected range (assume 
Pass at checkout) 

 No spurious lock indications (assume Pass at checkout) 

 SDR acquires, demodulates, decodes (as applicable) forward link 
waveform 

 Forward link implementation loss meets or exceeds values identified in 
CTV testing 

 SDR able to reacquire autonomously when signal is lost (assume Pass at 
checkout) 

o Stop Receive WF application 

 JPL SDR RF Transmit process evaluation for SN-MGA, SN-LGA, & NEN-LGA 
operations  

o Instantiate the WF application, and then configure the WF (data rate, symbol 
rate, etc) 

o Start Transmit WF application 

 Temperature & Current/Voltage levels are within expected range 

 SDR transmits return link waveform without interruption or fault condition  

 Return (SN) or Downlink (NEN) implementation loss meets or exceeds 
values identified in CTV and NEN testing 

o Stop Transmit WF application 

Pass/Fail 
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Table 6-6—JPL SDR NEN WF Operations (TBR-06-04) 

NOST P/L 

Antenna 

NEN 

Service 

COH/   

N-COH 

Carrier      

RF     

(MHz) 

Carrier 

Mod. 

Mod.  

Index 

(rad) 

Carrier 

Suppression 

(dB) 

PCM 

Data  

Format 

Channel 

Coding 

Data  

Rate 

(kbps) 

Symbol 

Rate 

(ksps) 

29-36 NEN-LGA UL COH 2041.02708 BPSK 1.57 61.97 NRZ-M Conv. 

Coding, 

R=1/2 

154.346 308.692 

29-36 NEN-LGA DL N-COH 2216.5 BPSK 1.57 61.97 NRZ-M Conv. 

Coding, 

R=1/2 

769.45 1538.9 

 

Table 6-7—JPL SDR S-Band SN Forward Link WF Operations (TBR-06-05) 

NOST P/L 

Antenna 

SN 

Service 

Carrier    

RF     

(MHz) 

SN 

Power 

Mode 

Link 

Margin 

(dB) 

Carrier 

Mod. 

PN 

Code 

PCM 

Data 

Format 

Channel 

Coding 

Data 

Rate 

(kbps) 

Symbol   

Rate      

(ksps) 

7-10, 

14, 15, 

25, 26 

SN-LGA SMA-F 2106.40625 Normal -1.6 BPSK SNIP 

#72 

NRZ-M Conv. 

Coding 

R=1/2 

18 36 

7-10, 

14, 15, 

25, 26 

SN-LGA SSA-F 2041.02708 Normal 0.3 BPSK SNIP 

#72 

NRZ-M Conv. 

Coding 

R=1/2 

18 36 

F1-F7 

High 

2.9 

F8-F10 

High 

5.2 

16-21, 

24, 27, 

28 

SN-MGA SSA-F 2041.02708 Normal 1.5 BPSK N / A NRZ-M Conv. 

Coding 

R=1/2 

155.346 310.692 

F1-F7 

High 

4.1 

F8-F10 

High 

6.2 

16-21, 

24, 27, 

28 

SN-MGA SSA-F 2041.02708 F8-F10 

High 

-0.8 BPSK N / A NRZ-M Conv. 

Coding 

R=1/2 

769.45 1538.9 
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Table 6-8—JPL SDR S-Band SN Return Link WF Operations (TBR-06-06) 

NOST P/L 

Antenna 

SN 

Service 

Carrier 

RF 

(MHz) 

Link 

Margin 

(dB) 

Carrier 

Mod. 

Data 

Group/ 

Mode 

PN 

Code 

PCM 

Data 

Format 

Channel 

Coding 

Data 

Rate 

(kbps) 

Symbol 

Rate 

(ksps) 

7-10, 

14, 15, 

25, 26 

SN-LGA MA-R 2287.5 1.2 SS-BPSK DG1, 

Mode 2 

SNIP 

#72 

NRZ-M Conv. 

Coding 

R=1/2 

2 4 

SMA-R 2287.5 2.9 

SSA-R 2216.5 10.9 

16-21, 

24, 27, 

28 

SN-MGA MA-R 2287.5 1.7 SS-BPSK DG 1, 

Mode 2 

SNIP 

#72 

NRZ-M Conv. 

Coding 

R=1/2 

24 48 

SMA-R 2287.5 3.4 

7-10, 

14, 15, 

25, 26 

SN-LGA SSA-R 2216.5 0.2 SS-BPSK DG 1, 

Mode 2 

SNIP 

#72 

NRZ-M Conv. 

Coding 

R=1/2 

24 48 

16-21, 

24, 27, 

28 

SN-MGA 11.5 

16-21, 

24, 27, 

28 

SN-MGA SSA-R 2216.5 3.2 BPSK DG2, 

Mode 2 

N / A NRZ-M- Conv. 

Coding 

R=1/2 

192.362 384.724 

16-21, 

24, 27, 

28 

SN-MGA SSA-R 2216.5 -2.8 BPSK DG2, 

Mode 2 

N / A NRZ-M- Conv. 

Coding 

R=1/2 

769.45 1538.9 

 

6.3 Commissioning Stage 3 HC SDR Ka-Band Communications Performance 

The third stage of commissioning involves duplex operations of the HC SDR using the Ka-Band 
SN-HGA and validating the Forward/Return data rate ranges.  The HC SDR\SN-HGA operations 
will involve the Closed-Loop process for AoS, track (assuming 3dB pointing loss corresponding 
to the 0.8° pointing error) and transmission of the Ka-Band signal WFs at HDRs and VHDRs.  
Reconfiguration of the HC SDR OE and WF applications at least to the level of receiving, 
processing, and responding to OE & WF commands sent from the Commander at the CCC.  
Phase II operations will be executing new OE and WF applications in support of experiments.  
Updates to the HC SDR OE & WF applications may be required if anomalies are discovered or a 
reloading of the launch OE & WF applications may also suffice as validation of this capability.  
Table 6-9 provides the details to the RF receive and transmit process and system resources 
(highlighted in green) needed for this evaluation.  The HC receive and transmit WFs  that may be 
evaluated during commissioning are described in Tables 6-10 – 6-11 with the corresponding 
antenna configurations, SN services requested and associated scenario timelines (Appendix D).  
The HC SDR experiment team will evaluate BER performance results from these WF tests and 
compare them to the results obtained in ground based CTS testing for each Forward/Return 
communication paths.  
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Table 6-9—Commissioning Stage 3 HC SDR Ka-Band Communications 

Performance 

HC SDR Ka-Band Communications Performance Commissioning Pass/Fail 
Criteria 

Resources 

MCC CCC CEC POIC 

SCAN 
Testbed  

AS APS RF CTS SN-HGA SN-MGA 

ISS C&DH CP 
Power 

OP 
Power 

NEN-LGA GPSA TWTA SN-LGA  

Relay SN NEN GPS HC SDR JPL SDR 
SSPA 

JPL GPS 
Slice 

GD SDR  

HC SDR Ka-Band Communications Performance commissioning 

 Schedule SN (KaSA) contacts & services 

o Timeline for SN Forward/Return Service 

 Joint activities performed by MOT and the SN to  support SCAN Testbed  

– Process Schedule Orders (SHOs) (48 hrs prior to scheduled service ) 

– Process SCAN Testbed PVT (IIRVs) (state vectors supplied by MOT to FDF) 

– Generate TDRS pointing angles 

– Pre-Service test 

– Antenna slew to line of sight location of SCAN Testbed (applicable to SA) 

– Commanding generation for TDRS and WSC ground equipment 

– Execute Forward/Return and Tracking/time transfer measurement service based 
upon the SHO 

 For Forward Service: WSC provides Doppler compensated and PN encoded 
(short code on I channel, long code on Q channel)  Forward link at the time 
specified in the SHO 

 For Return Service: WSC receives the SCAN Testbed Return link using the High 
Data Rate Receiver at the time specified in the SHO 

 Program Track Files uploaded to AS for APS Closed-Loop SN-HGA operations  

 RF CTS (not applicable to HC SDR ↔ SN-HGA configuration) 

 HC SDR RF Receive process evaluation with SN-HGA operations (Closed-Loop 
process) 

o Instantiate the WF application, and then configure the WF application (data 
rate, symbol rate, etc) 

o Start Receive WF application 

o TDRS Link Ops of Ka-Band WF 

 Telemetry indications of signal processing state (assume Pass at 

Pass/Fail 
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checkout) 

 Telemetry indications of quality of signal lock  (assume Pass at checkout) 

 Telemetry indicates receiver power level change (assume Pass at 
checkout) 

 Temperature & power levels are within expected range (assume Pass at 
checkout) 

 No spurious lock indications (assume Pass at checkout) 

 SDR acquires, demodulates, decodes (as applicable) forward link 
waveform 

 Forward link implementation loss meets or exceeds values identified in 
CTS testing 

 SDR able to reacquire autonomously when signal is lost (via Closed-Loop 
process to achieve APQM value) (assume Pass at checkout) 

o Stop Receive WF application 

 HC SDR RF Transmit process evaluation with SN-HGA operations (Closed-Loop 
process) 

o Instantiate the WF, and then configure the WF (data rate, symbol rate, etc) 

o Start Transmit WF application 

 SDR Temperature & Current/Voltage levels are within expected range 

 TWTA Temperature & Current/Voltage levels are within expected range 

 SDR transmits return link waveform without interruption or fault condition 

 Return link implementation loss meets or exceeds values identified in CTS 
testing results 

o Stop Transmit WF application 

Pass/Fail 

 

Table 6-10—HC SDR Ka-Band SN Forward Link WF Operations (TBR-06-07) 

NOST SN   

Service 

Carrier 

RF        

(GHz) 

Carrier     

Mod. 

Data Group PCM Data 

Format 

Channel 

Coding 

Data Rate 

(Mbps) 

Symbol Rate 

(Msps) 

2, 3, 6, 9, 

10, 13, 

18, 19, 

24, 31, 

32 

KaSA-F 22.6795 BPSK Non-spread NRZ-L Conv. 

Coding 

R=1/2 

3 6 

2, 3, 6, 9, 

10, 13, 

18, 19, 

24, 31, 

32 

KaSA-F BPSK Non-spread NRZ-L Conv. 

Coding 

R=1/2 

12.5 25 
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Table 6-11—HC SDR Ka-Band SN Return Link WF Operations (TBR-06-08) 

NOST SN 

Service 

Carrier RF   

(GHz) 

Carrier     

Mod. 

Data Group/ 

Mode 

PCM 

Data 

Format 

Channel   

Coding 

Data Rate (Mbps) / 

Symbol Rate (Msps) 

I Q Total 

2, 3, 6, 9, 

10, 13, 

18, 19, 

24, 31, 

32 

KaSA-R 25.650 SQPSK 

(1:1) 

DG2 /  

Mode 2 

NRZ-M Conv. 

Coding 

R=1/2 

6.25 / 12.5 6.25 / 12.5 12.5 / 25 

2, 3, 6, 9, 

10, 13, 

18, 19, 

24, 31, 

32 

KaSA-R SQPSK 

(1:1) 

NRZ-M Conv. 

Coding 

R=1/2 

50 / 100 50 / 100 100 / 200 

 

6.4 Commissioning Stage 4 Demonstrate Multi-SDR Operations 

In the final stage of commissioning, multi-SDR operations will be conducted.  The number of 
multi-SDR scenarios conducted had not been determined (TBD-06-01).  But these scenarios can 
involve any of the required operation configurations (indentified in the System Requirements 
Document (GRC-CONN-SRD-0013 Rev B, under Table E-12—Operational Configuration 
Requirement) in Table 4-0 and Appendix D of this document and exercising any of the S-Band 
and Ka-Band Forward/Return SN link WFs and S-Band Uplink/Downlink NEN WFs.    
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7.0 CONTINGENCY OPERATIONS (ANOMALY RESOLUTION 
PROCESS)  

The following section covers the SCAN Testbed system contingency operations & anomaly 
resolution process.  This process addresses the canned anomalies that have been identified in the 
Fault Detection, Isolation, and Recovery (FDIR) Report (GRC-CONN-RPT-0227) for the AS 
and specific subsystems (SDRs, RF, and APS).  In addition this process will also cover 
anomalies external (SN, NEN, ISS, NISN, CCC, SFEP etc...) the SCAN Testbed. Table 7-0 
shows the anomaly scenarios that the MOT may see during the life of the mission.  A 
contingency procedure will be developed for each scenario in Table 7-0 based upon 
recommendations in the FDIR and additional recommendations provided in the following 
sections.  All foreseen and unforeseen anomalies occurring throughout SCAN Testbed system 
(ground & space segments) that may occur during the life of the mission will be identified and 
closed out through the anomaly resolution process in the Appendix G-H.   

Table 7-0—Contingency Scenarios 

Contingency Scenarios 

Telemetry and Command Issue Subsystem Interface Issues 

Experimental Link or GPS Performance Problems SDR Boot-Up Issues 

Payload Thermal Issues TWTA Issues 

Anomalous Sensor Measurements File Transfer Issues or Performance Issues 

APS Issues ISS & Primary Path Issues 

CCC & SFEP Issues NEN Issues 

SN Issues NISN Issues 
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7.1 Anomaly Identification & Reporting  

The MOT philosophy toward SCAN Testbed system anomalies is that the health and safety of 
the payload and ground system is paramount; latency and availability for experiment mission 
data are secondary to resolving anomalies.  The basic response of the MOT will be consistent for 
all system anomalies.  This response will be to isolate the problem to the ground system, payload 
or support intersegments (power and data relays), attempt to correct the fault, safe the payload, 
escalate as necessary, capture and retain relevant data, and document the problem.  The source of 
the anomaly may not always be hardware, software or environment in origin it maybe the result 
of human error.  Human error must be explored in all segments as a probable explanation to the 
anomalous event.  The basic flow for the anomaly resolution process is to first identify the 
anomaly, assure the safety of the SCAN Testbed if necessary, perform initial reporting and 
coordinate resources and work with the project and external team members.  After this, a 
corrective plan is developed (if required) and the corrective actions are approved by the 
appropriate authority and performed by the appropriate personnel.  Finally, for anomaly close 
out, the long-term impacts to payload operations and experiments are assessed and Corrective 
and Preventive Action Report (CPAR) closure information is provided.  Note:  Not all anomalies 
will require a CPAR, for one experiment failures will not require a CPAR unless the experiment 
itself causes an issue that may affect the health and safety of the SCAN Testbed. 

The purpose of a CPAR is to: 

a. Record off-nominal behavior with sufficient information of the circumstances surrounding 
the anomaly to enable experts to analyze the anomaly off-line. 

b. Implement resolution of the anomaly or provide an operational workaround to avoid the 
anomaly in the future. 

c. Fully document all aspects of the anomaly analysis for future reference. 

7.1.1 Response Process for Known Anomalies  

As shown in Figure 7-1, once a known anomalous event occurs whether it’s C&DH, thermal, or 
system power related the MOT Controller will make a note of it in the CCC console log if it is 
first noticed by the MOT and/or the MOT is notified by external support segments that an known 
event has occurred that will impact Testbed operations or external support of Testbed operations 
if approved corrective actions are not executed.  Depending on the event the PAS will execute 
actions to safe the SCAN Testbed and to minimize any damage to the payload. In support of 
these automatic on-orbit actions by the PAS, the Commander and Controller will be monitoring 
telemetry and log file details and will execute the appropriate canned contingency procedures 
(pre-approved by the CE and PI) as part of the payload safing or transition to the Safe, Off-
Nominal, or Maintenance state depending upon the severity of the anomalous condition.  With 
this state transition all subsystem components will be automatically commanded OFF with the 
exception of the Operational heaters.  When any anomalous event occurs that requires immediate 
safing of the Testbed or the power down of a subsystem component, the MOM will first concur 
with canned contingency response and will notify the PRO at the POIC. If the anomaly does not 
require Testbed safing, then the Testbed can remain in the Experiment state and which will allow 
the Commander to execute return to nominal operations a short time after the anomalous event. 
For known anomalies that may occur in the space, ground or intersegment a canned corrective 
action or procedure will be executed by designated personnel.  These corrective actions or 
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procedures implemented by the different segments are assumed to have no noticeable impact to 
Testbed operations or experiment operations.  After the corrective action has been executed and 
the Testbed can return to nominal operations the MOM will brief the PM, CE and the PI for 
closeout.  The anomalous event will then be logged in the Anomaly Database which is 
maintained by the MOT.  Pre-approved corrective actions that may be implemented by each of 
the segments are addressed by the process in Figure 7-1 and discussed in detail in the following 
sections. 

Anomalous
condition

MOT logs
anomaly event

Implement
proc.

P/L Safe, 
Off-Nominal, or 

Maintenance State
required?

If not executed by the AS, 
the MOT commands P/L into 

the appropriate State with 
MOM concurrence & 

notification to the PRO 

Approved 
canned corrective 

proc. 
Return to Ops.

YES

NO

YES

Anomalous
condition
known?

PRO for ISS & Primary 
path approved corrective 

actions

NIM for NEN approved
corrective actions

WSC Ops for SN approved 
corrective actions

MSFC NISN Comm Rep 
for NISN approved 
corrective actions

Testbed corrective 
actions approved by 
CE with concurrence 

by PI
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Figure 7-1—Response Process for Known Anomalies  
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7.1.1.1 Telemetry and Command Issue 

The MOT Commander and Controller will be responsible for monitoring all telemetry (HRT & 
LRT) and command responses.  In the event a command was not properly received the 
Command will resubmit the command to obtain a response.  Command responses should appear 
to the Commander within seconds of command submission.  For critical commands the PRO will 
execute this function but will notify the MOT that a command is being resubmitted.  If the 
second attempt has failed, the Commander/PRO will then execute a benign test command to 
determine if there is an issue with the Primary path.  As part of this evaluation the MOT will use 
telemetry status as a determining factor that at least that ISS is within an AoS period and will 
also confirm with the PRO on the status the Primary path.  If the test command fails then there 
could be a forward link issue with ISS C&DH or with the AS PAS (command router).  
Depending upon the current payload operation, the MOT and PRO can continue to execute test 
commands until a success response is obtained.  If after one or two orbits no success has been 
made to command the payload then this will require an ELC Main Bus 28 V (DC) OP cycling as 
part of the next step in contingency operations.  

For sporadic losses in the telemetry or a complete loss of LRT or HRT the MOT will execute a 
systematic process of elimination (or root cause analysis) by first analyzing what data has been 
obtained vs. what is missing.  The process will also include isolating the source the loss data, by 
first looking at the system as a whole and then exploring each communications path from the 
system level down to the unit level including 1553 and Ethernet links.  In the event of minor 
telemetry data loss the Controller or Commander will log the anomaly in the console log book 
and will notify the PRO.  Then the MOT will perform post processing analysis on the data to 
determine the frequency of the loss.  If the frequency of loss is of low or no impact to payload 
operations or H&S then it is considered low priority and will be addressed outside of normal 
payload operating times.  But if the loss is frequent enough to cause a significant impact for 
instances impact the Command or Controller ability to assess the H&S status of the payload or 
sufficient time to properly react to a thermal issue that would require Commander or Controller 
intervention will need to be addressed during real-time operations. 

For both command and telemetry issues the MOT will have console checklists to help them 
navigate through the SCAN Testbed system for isolation and remedy of these anomalies.         

7.1.1.2 Experimental Link or GPS Performance Problems 

It is not under the purview of the MOT to assess the Experimental Path performance.  The 
Experimental path will be used for experiment execution and not for payload H&S and that 
responsibility lays with the PI Science team and Guest experimenters.  It is the responsibility of 
the MOT to condition the system (Testbed, SFEPs) to support Experimental path operations to 
also assess faults in the system that may impact nominal operations and experiment execution.  
However the Commander and Controller will monitor the Experimental communication path link 
operations and telemetry using UPDs for TDRS Return service performance and post pass 
statistics for NEN Downlink services.  GPS link performance is also deemed to be under the PI 
Science team and Guest experimenters’ responsibilities but the MOT will monitor GPS 
navigation solutions generated by the JPL SDR/GPS Slice and attempt to compare those results 
to the ISS navigation solutions provided in the ISS BAD.  The MOT will also monitor NAV data 
and Almanac data message for indications GPS SV health. SCAN Testbed H&S or C&DH is not 
dependent upon GPS link performance.  GPS signal use will be for experiments only.  In 
addition, certain failures of control elements which may occur in the SV memory or during an 



Communications, Navigation, and Networking reConfigurable Testbed (CoNNeCT) Project 

Title:  Mission Operations Scenario Timelines 
Document No.:  GRC-CONN-OPS-0429 Revision:  –
Effective Date:  06/09/2011 Page 59 of 115 

 
upload will cause the GPS SV to transmit in non-standard codes which would preclude normal 
use by the JPL SDR/GPS Slice.  The predicted health data for each GPS SV will be updated at 
the time of upload when a new almanac has been built by the CS.  The transmitted health data 
may not correspond to the actual health of the transmitting GPS SV or other GPS SVs in the 
constellation.  The transmitting GPS SV health indications in the NAV and CNAV data are “all 
NAV data are OK” or “some or all NAV data are bad”.  Also available are the codes for health 
of the GPS SV signal components which are identified in the IS-GPS-200 Revision E. In 
addition, the GPS SVs will transmit intentionally false versions of the C/A and the P(Y) codes 
where needed to protect the users from receiving and utilizing anomalous navigation signals. 
These two false codes are termed C/A (NSC) and Y (NSY) codes. 

7.1.1.3 Payload Thermal Issues (Overheating & Failure to Heat-Up Scenarios) 

It is the goal of the MOT not to allow for overheating of the payload to occur.  If yellow or red 
temperature thresholds begin to be violated as identified in the FDIR, the PAS health monitor 
software will take the appropriate actions such as turning off Ops heaters at locations specific to 
the source of temperature increase and if necessary shutdown operational SDRs and the APS 
until a safe Ops configuration can be resolved.  The Commander and Controller will evaluate the 
temperature values from the temperature sensors (via the Ethernet telemetry packets and the 
EH&S packets) located throughout the payload as well as the derived temperatures from the 6 
RTDs (ELC CH&S packets) and the internal temperature values for the GD, JPL, and HC SDRs 
(via SDR-specific telemetry packets) and internal GCE temperatures.  If parts of the payload 
begin reaching low temperature thresholds even during Operational mode it may be attributed to 
an Ops heater failure or degradation or defective temperature sensor providing inaccurate 
temperature measurements to the PAS health monitor.  If the condition is due to an Ops heater 
issue the Survival heaters should provide sufficient heating to keep those sections of the Testbed 
above the thermal minimum (assumes 120 V (DC) CP ON).  It may also be necessary to revise 
Testbed operation periods to include times when environment is more conducive (beta angle) for 
Testbed operations.  Appendix K shows the locations of all the temperature sensing devices.  It is 
from these diagrams, thermal profiles and actions identified in the FDIR that the MOT will 
develop a resolution to payload thermal issues.   

7.1.1.4 APS Issues 

During the on-orbit checkout of the SCAN Tested the APS functions will be evaluated.  To start 
the APS launch lock release is executed.  There is a primary and redundant command for this 
action.  To verify that either command has successfully released HGA and MGA assembly 
allowing for free movement, the Commander and Controller will execute the APS Calibration 
routine.  In addition to telemetry indications video evidence will be used to identify movement.  
If gimbal movement has not been indicated the Commander will execute a stop movement 
command of the gimbals.  

7.1.1.5 Anomalous Sensor Measurements 

The MOT will be trending the payload temperature and current/voltage data obtained from 
various telemetry sources and comparing these values to profiles established in ground testing 
and models established by the payload electrical and thermal lead.  With the aid of the SCAN 
Testbed System Overview diagram, temperature sensor location diagrams in Appendix J and 
current/voltage and temperature profiles (correlated to beta angle) the MOT will evaluate sensor 
readings that seem to be inconsistent with baseline results.  
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7.1.1.6 Subsystem Interface Issues  

All subsystem interfaces will be evaluated during Checkout and Commissioning.  The Command 
and Controller will periodically download log files and monitoring telemetry for maintaining a 
clear status of the payload during all operational modes.  Failures occurring with the 1553 and 
SpaceWire communication interfaces may be attributed to temperature and/or a Single Event 
Upset (SEU) due to passage through an unknown trapped electron/proton particle cloud or 
passage through the SAA.  The MOT will monitor space weather activity via the NOAA Space 
Weather Prediction Center for any unusual solar activity.  If required the Commander will power 
cycle the effected payload component with the approval by MOM and coordinated with the PI 
and Guest experimenter if the failure occurs during experiment execution. It may be prudent to 
stay in the Experiment state for SEUs, this will allow Commander and Controller to gather data 
stored in the SDR for diagnostics prior to state transition.  Note:  The PRO will be notified that a 
payload component is being power cycled. If it involves Critical commands to power ON then 
the PRO will execute this function.  There are SpaceWire diagnostic commands for evaluating 
the AS to SDR SpaceWire connection but this requires the SDR to be powered ON and flowing 
data to the AS.  The data can be sourced at the SDR (depending on which SDR is being 
evaluated) or received through the RF path.  The Commander and Controller will assist the PI 
and Guest experimenter during this evaluation.     

7.1.1.7 SDR Boot-Up Issues 

The Commander and Controller will compare Boot results (loading of the OE) of each SDR to its 
corresponding baseline results.  Note over the life the mission the SDR baselines will change 
with changes to OE software or Boot software.  It is the MOT job to keep track of OE and/or 
Boot software versions for each SDR and to have archived results for each version for reference 
and trouble shooting. If boot errors have been indicated, this will require a power cycle of the 
SDR by the Commander/PRO.  If the issue persists the Commander and Controller will work 
with the Ground Verification Facility (GVF) Manager and the appropriate SDR Lead to work 
through the issue using the GIU and other support equipment.  

7.1.1.8 TWTA Issues 

The Commander and Controller will monitor TWTA current/voltage levels EH&S telemetry 
during TWTA power ON and TWTA relay operations as well as ELC Carrier H&S telemetry for 
TWTA current/voltage draw from the ELC 120 V (DC) OP.  The Commander and Controller 
will also use UPD details from SNAS for the TDRS KaSA Return service to see if there are any 
TWTA output issues such unable to signal lock, data rate, etc.   

7.1.1.9 File Transfer Issues or Performance Issues 

For file transfers to and from the SCAN Testbed the Commander will perform a File Manager 
checksum on files received by the AS from the SDRs and from files transferred from the 
PLMDM to the AS.  The Commander will also perform a checksum on files return to the CCC 
through the Primary and Experimental communications path.  For file transfers to the Testbed, 
the Commander will confirm through the File Manager that the file in question exist on the 
Testbed and in the designated location.  This confirmation will at least signify that a file was 
transferred. If there is a checksum failure the Commander will reissue the file transfer for 
Experimental path transfers or coordinate with the POIC for the PRO to transfer the file through 
the Primary path.  What still needs to be determined is if the PRO has the ability to perform a 
checksum on files transferred to the PLMDM from the AS or from the CCC.  If the failure 
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persists then with approval by the MOM the Commander will execute a test file transfer starting 
with a small file.  If this first test passes then much larger files will be used until the desired file 
size has been successfully transferred.  The Primary communications path will be the SOP for 
files transfers such as APS program track files, OE and WF application uploads and PAS Kernel 
uploads in preparation for experiment execution.  The Experimental path will used by the PI and 
Guest experimenters for transfer of the above files and applications as a proposed experiment 
and other file transfers not yet identified.    

7.1.1.10 CCC & SFEP Issues  

For hard failures occurring within the CCC such as loss of a Command & Telemetry workstation 
during SCAN Testbed operations, a backup computer running the ground software commanding 
capability is immediately necessary.  Both workstations will have the same ground software 
commanding capability.  The primary Command & Telemetry workstation will be used by the 
Commander for commanding the SCAN Testbed while the backup workstation will be used by 
the Controller for viewing telemetry and also as an immediately available commanding backup. 
In the event of a failure of one workstation, the Controller will notify the PRO that the failure has 
occurred.  The PRO will then be instructed to command the Testbed to stop current operations 
such as APS gimbal movement and transmit or receive operations until the backup workstation is 
configured to command the Testbed.  In the event that the backup workstation fails during 
Testbed operations, the Controller will notify the PRO.  Then the Controller will instruct the 
PRO to command the Testbed to stop current operations and to then execute the Testbed 
shutdown procedure which will be furnished by the MOT.  The Testbed will be powered OFF 
until the replacement workstations have been integrated and tested and ready for command 
execution and telemetry monitoring.      

If an unrecoverable hard failure occurs with either of the SFEPs at WSGT, STGT or GRC sites 
or components in them such as network or I/O card fails there is a spare SFEP available at GSFC 
for replacement.  If the WSGT or STGT SFEPS fails during SCAN Testbed operations the 
Scheduler will reschedule TDRS services that would be impacted and if current experiment 
operations are impacted then the Commander will command the Testbed to stop experiment 
execution.  Any data that was sent during a Return service will be recorded at the WSC.  If the 
GRC SFEP fails during SCAN Testbed operations or during experiment execution the 
Commander will command the Testbed to stop experiment operations.  The Controller will 
notify the PRO that SCAN Testbed experiments have been halted.  The Commander will 
perform some house-keeping procedures such as obtaining AS and SDR log files before shutting 
down the Testbed.  The GSFC SFEP team will be notified by the MOM to ship the spare SFEP 
to GRC.  For cable/interface failures with the SFEPs the GSFC SFEP team will work with MOT 
and WSC Ops team to perform testing to isolate cable/interface issues.  If communication with 
the WSC SFEP is lost, the Controller responsible for remotely controlling it from 
GRC/TSC/CCC will contact WSC Ops at WSGT and/or STGT and request the execution of the 
soft or hard reboot of the SFEP.  If after this reboot remote control from GRC has not been 
reestablished, the GSFC SFEP engineers will contact the WSC Ops at WSGT and/or STGT and 
guide them through alternative troubleshooting procedures. 
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7.1.1.11 SN Issues  

For SN issues such as outages and/or loss of data during transmission between TDRS and SN 
ground terminal is addressed by WSC Ops.  Upon MOT request, the NCCDS provides 
operational performance information (such as data presence monitoring indicators and data 
quality monitoring data) on scheduled services during actual support to determine if conditions 
exist that will affect data quality.  The Commander and Controller can monitor the quality of the 
link especially the Return service through the UPD details provided by the NCCDS through 
SNAS.  There is a potential loss of service during inclement weather could affect HC Ka-Band 
Return services. In response, all WSC Return service baseband output is recorded to preserve 
data in the event of a downstream problem.  If lock is not achieved within 10 seconds of loss of 
lock, an acquisition failure notification message will be sent to the CCC through SNAS and the 
SN ground terminal will reinitiate the initial service acquisition process.  Upon receipt of the 
loss-of-lock indications in the UPD details, the Scheduler will request a TDRSS KaSA Return 
service reacquisition Ground Control Message Request (GCMR).  It is recommended by the SN 
that the MOT delay initiation of the GCMR for at least 35 seconds after initial receipt of the loss-
of-lock indications in the UPD. 

7.1.1.12 NEN Issues  

A Network Integration Manager (NIM) is assigned as a single point of contact for SCAN 
Testbed services throughout the mission lifecycle.  For NEN issues such as a contingency 
affecting the WFF site's ability to provide support, the White Sands Complex Operations 
Supervisor (WSCOS) will send a "NENSTAT Report" (NEN status report) to the Network 
Control Center Communications (NCC COMM) Center at GSFC, which will send the 
notification to the MOT in the CCC.  If a NEN contingency requires a change to the Real-time 
Schedule (or current week schedule), NEN Schedulers will immediately contact the CCC if the 
SCAN Testbed operations scheduled over the next 24 hours (48 hours during the weekend) will 
be impacted.  No changes may be made to the Real-Time Schedule except during ground station 
or customer spacecraft emergency situations.  NEN Schedulers will then work interactively with 
the MOT Scheduler to best accommodate SCAN Testbed operation needs.  For schedule impacts 
beyond the next 24 hours (or 48 on the weekends) the NEN Schedulers will work to reschedule 
NEN services in support of SCAN Testbed experiments.  The Significant Event Reporting 
System (SERS) is used to notify management and network users of site/system failures.  An 
email is generated that details the anomaly, repair efforts, current/future impacts, and closure 
information.  The email distribution is controlled by NEN Management.  If an unplanned event 
occurs at WSC and the WOTIS network is shut down, scheduling files will not be sent 
automatically.  If such an event occurs, the scheduling office will notify the NEN Performance 
Analyst Office (NEN PAO) or the Wallops ground station controllers who will notify the MOT 
at the CCC.  During this contingency the MOT Scheduler will need to directly communicate 
NEN contact requirements needed for an experiment execution to the ground stations via 
telephone and/or e-mail.  In addition, post-pass results files will not be sent to the MOC until the 
WOTIS network is restored.  However, post-pass results files are not critical for SCAN Testbed 
H&S but are necessary for experiment success determination. 
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7.1.1.13 NISN Issues  

For NISN anomalies or outages, NISN shall make every effort through its contractors and 
carriers to restore interrupted service in a timely manner.  Circumstances that can cause service 
outages are man-made and natural disasters such as destruction of facilities or cabling.  A 
network outage involving core infrastructure equipment/services that affects a significant 
customer base, such as isolation of a NASA site, is considered a Major Outage.  An outage to a 
mission service scheduled for support is also considered to be a Major Outage.  An equipment or 
service outage that does not meet criteria necessary to qualify as a Major Outage is by default a 
Minor Outage.  If a Minor or Major Outage occurs there are two Help Desk facilities with 
appropriately trained staff located at MSFC and GSFC, and is operating 24 x 7 annually.  The 
MOT will interface with a NISN Comm Representative in Enterprise Network Management 
Center (ENMC) at the MSFC Operation Center.  The ENMC is responsible for overall network 
management, including service implementation, sustaining operations, trouble resolution, 
network maintenance activities, major outage notification, and network event and alarm 
monitoring. 

7.1.1.14 ISS and Primary Path Issues   

For anomalies occurring on ISS and its support mission control centers (JSC, HOSC/POIC, SN, 
NISN) that affect SCAN Testbed operations and/or Primary communications path to the CCC, 
are logged into Incident Reports (IRs), HOSC Problem Reports (HPRs), and Anomaly Reports 
(ARs) or Payload Anomaly Reports (PARs) by different anomaly tracking systems and 
dispositioned by different boards depending upon where the anomaly occurred.  Any changes to 
ISS operations or Primary path operations will be coordinated with MOT by the PRO.  Examples 
of some anomalies or issues that can be corrected in real-time or relatively short period of time 
are the following: 

a. Unplanned ELC 28 V (DC) & 120 V (DC) OP Shut-down:  The MOT will have 
coordinated ahead of time with the POIC/PRO when SCAN Testbed operations are 
permitted.  But there are unforeseen contingencies that may cause the PRO to remove the 28 
V (DC) and 120 V (DC) OP power from SCAN Testbed use.  If this event occurs the PRO 
must provide sufficient time for the Commander to shut-down the Testbed especially if the 
Testbed is executing an experiment and obtain all the appropriate log files and telemetry 
prior to shut-down.  

b. Unplanned LoS during HRT transmission to CCC:  If there is an unplanned LoS during 
HRT transmission of SCAN Testbed operational telemetry the COR on the ISS HRDL will 
store the telemetry data until the next AoS.      
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7.1.2 Response Process for Unknown Anomalies  

As shown in Figure 7-2, once an anomalous event occurs the Controller will note it in the 
console log if it is first noticed by the MOT and/or the MOT is notified by external support 
segments that an event has occurred that may impact Testbed operations or external support of 
Testbed operations.  Based upon current results the MOT will determine if the anomaly requires 
the Testbed to be safed or powered OFF.  If the anomaly does not fit any known contingency or 
it cannot be truly isolated but it has a noticeable impact to Testbed operations or the capability to 
execute an experiment then the MOM will begin initialization of work orders (WO) and perform 
the management report process by first giving an initial brief to the PM, CE, and PI.  The MOM 
and CE will coordinate the formation of the Anomaly Resolution Team (ART) composed of the 
appropriate subject matter experts (SMEs), MOT, and engineering leads for the Testbed and 
associated point of contact (POC) from the appropriate external support segments. 

 

Figure 7-2—Initialization Process for Unknown Anomalies  

7.1.2.1 Anomaly Isolation & Corrective Action Development 

The next step in the process is to now isolate the location or source of the anomaly and develop a 
corrective action (or workaround). In Figure 7-3, the isolation processes in broken down into 
segments:  space, ground and intersegment/relay.  The MOM will initiate a CPAR for any 
corrective actions that address ground and intersegment/relay issues that will impact SCAN 
Testbed operations and experiment execution.  The CE will initiate a CPAR for any correction 
actions that address any anomalies that maybe isolated to the SCAN Testbed.       
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7.1.2.1.1 Ground Anomaly Isolation 

For isolation of ground issues the MOM will work with the following resources to address the 
different aspects of the ground segment: 

a. Isolation and corrective action development for SFEPs issues will be worked by the GSFC 
SFEP engineers, MOT and WSC Ops (for the SFEPs at STGT and WSGT) 

b. Isolation and corrective action development for CCC issues will be worked by the MOT and 
the TSC Manager 

7.1.2.1.2 Intersegment/Relay Anomaly Isolation 

The MOM with MOT support will work with the representatives from each of 
Intersegment/Relay elements for anomaly isolation and development of corrective actions: 

a. Isolation and corrective action development for SN (WSGT & STGT) issues will be worked 
by WSC Ops with additional assistance by the MOT when necessary.  Anomaly source and 
corrective action developed by WSC Ops will be briefed to the MOM 

b. Isolation and corrective action development for NEN (WFF) issues will be coordinated by 
the NIM and worked by the appropriate WFF personnel (WFF engineers, WFF controllers, 
NEN Schedulers).  The NIM will brief the MOM on the source of the anomalous event and 
what corrective action is needed to prevent a repeat of this event.  

c. Isolation and corrective action development for ISS and Primary communications path issues 
will be worked by the appropriated JSC and MSFC personnel and the PRO will be brief the 
results of these activities to SCAN Testbed MOT. 

7.1.2.1.3 SCAN Testbed Anomaly Isolation  

For SCAN Testbed issues, the Project CE with support from the MOT will work with each of the 
SCAN Testbed SDR (GD, HC, &, JPL) Leads, AS Lead, RF subsystem Lead, APS Lead and 
related engineering disciplines and/or SMEs (RF, Thermal, Electrical, Mechanical, & Structural) 
as well as the PI and Guest experimenters whose experiment may have been the source of the 
anomaly.  The following steps below are taken to provide sufficient information to the PI and 
Guest experimenter and the appropriate lead engineers in order to reproduce and isolate the 
anomaly: 

a. The MOT will gather all telemetry and command data from the period that includes the time 
of the anomaly, this data will reside in Data Mass Storage.  The MOT will also record the 
exact configuration of the Testbed, the interfaces (ELC, Primary path, SN, NEN) and the 
ground systems (CCC & SFEPs).  This may include taking screen snaps, capturing the 
workstation configuration, and collecting the console log entries from all operation positions.  

b. The GVF Manager (MOT & Sustaining Engineering Team member) & Sustaining 
Engineering Team with assistance by the appropriate Lead engineer will configure the GIU 
to duplicate the on-orbit Testbed configuration. 

c. In addition, the GVF Manager & Sustaining Engineering Team will configure the ELC 
Simulator to the existing ISS configuration at the time of the anomaly  
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d. The MOT (Commander and Controller) will configure the GIU Command and Telemetry 

workstation setup to duplicate the operational configurations of the Flight Command and 
Telemetry workstation in use at the time of the anomaly.  

e. The MOT (CCC Data Manager) will obtain and configure the telemetry and command data 
to be played back on the GIU workstation setup. 

f. The PI and Guest experimenter (if necessary) will configure the EFEP and TSIMs (if needed) 
to duplicate the experiment configuration (if anomaly occurred during experiment execution) 
at the time of the anomaly. 

7.1.2.1.4 Anomaly Corrective Action  

Once the source (ground, intersegment/relay, space) of the anomaly has been determined, the 
appropriate corrective action is formalized by the ART.  The details of which will be provided in 
the final revision of the CPAR and the MOT will record source of the anomaly in the Anomaly 
Database.  The next step is to bring the results & recommendation from the ART investigation to 
the ERB for closeout of the anomaly.  The anomaly closeout process through the ERB is covered 
by the Phase I and Phase II project plan. 
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Figure 7-3—Unknown Anomaly Isolation & Corrective Action  
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APPENDIX A ACRONYMS AND ABBREVIATIONS  

A.1 Scope 

This appendix lists the acronyms and abbreviations used in this document. 

A.2 List of Acronyms and Abbreviations 

Table A-1—Acronyms 

ACBSP Assembly and Contingency Base Band Signal Processor 

AoS Acquisition of Signal 

APS Antenna Pointing System 

APS Automated Payload Switch 

APQM Antenna Pointing Quality Metric 

AR Anomaly Report 

ART Anomaly Resolution Team 

AS Avionics System 

BAD Broadcast Ancillary Data 

BER Bit Error Rate 

BPSK Binary Phase-Shift Keying 

BRTS Bilateration Ranging Transponder System 

C/A coarse/acquisition 

C&CMDM Command & Control Multiplexer/Demultiplexer 

C&DH Command and Data Handling 

CCB Configuration Control Board 

CCC CoNNeCT Control Center 

CE Chief Engineer 

CEC CoNNeCT Experiment Center 

CH&S Carrier Health & Status 

COH Coherent 

CoNNeCT Communications, Navigation, and Networking reConfigurable Testbed 

COR Communications Outage Recorder 

COTS Commercial Off The Shelf 

CP Contingency Power 

CPAR Corrective and Preventive Action Report 

CTS Coaxial Transfer Switches 

CTS Compatibility Test Set 

CTV SN Compatibility Test Van 

DC Direct Current 

DG Data Group 

DL Downlink 

EFEP Experiment Front End Processor 

EH&S ExPA Health and Status 

ELC ExPRESS Logistics Carrier 

ENMC Enterprise Network Management Center 

EPC Electronic Power Conditioner 

ExPA ExPRESS Pallet Adapter 

ExPA ExPRESS Pallet Adapter 
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ExPRESS EXpedite the PRocessing of Experiments to Space Station 

F Forward (SN Forward link service) 

FMEA Failure Modes and Effects Analyses 

FRAM Passive Flight Releasable Attachment Mechanism 

FTA Fault Tree Analyses 

GD General Dynamics 

GIU Ground Integration Unit 

GPS Global Positioning System 

GPSA GPS Antenna 

GRC Glenn Research Center 

GRGT Guam Remote Ground Terminal 

GSE Ground Support Equipment 

GVF Ground Verification Facility 

H&S Health and Safety 

HC Harris Corporation 

HDR High Data Rate 

HGA High Gain Antenna 

HOSC Huntsville Operations Support Center 

HPR HOSC Problem Report 

HRDL High Rate Data Link 

HRFM High Rate Frame Multiplexer 

HRM High Rate Modem 

HRT High Rate Telemetry 

ICD Interface Control Document 

IR Incident Reports 

ISS International Space Station 

ITS Integrated Truss Segment 

JPL Jet Propulsion Laboratory 

KaSA Ka-Band Single Access (SN/TDRS F8-F10 service) 

kbps kilobits per second 

ksps Kilo symbols per second 

LDR Low Data Rate 

LGA Low Gain Antenna 

LoS Loss of Signal 

LRDL Low Rate Data Link 

LRT Low Rate Telemetry 

MA Multiple Access (SN/TDRS F4-F7 service) 

Mb Megabyte 

MCC Mission Control Center 

MDR Medium Data Rate 

MGA Medium Gain Antenna 

MHz Megahertz 

MILA Merritt Island Launch Annex 

MOM Mission Operations Manager 

MOT Mission Operations Team 

MRDL Medium Rate Data Link 

MSFC Marshall Space Flight Center 

N/A Not Applicable 

NASA National Aeronautics and Space Administration 
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NCCDS Network Control Center Data System 

N-COH Non-Coherent 

NEN Near Earth Network 

NENSO NEN Scheduling Office  

NIC Network Integration Center 

NISN NASA Integrated Services Network 

NOST Nominal Operations Scenario Timelines 

NRZ Non-Return-to-Zero 

NRZ-L Non-Return-to-Zero Level 

NRZ-M Non-Return-to-Zero Mark 

NRZ-S Non-Return-to-Zero Space 

OCR Operational Change Request 

OE Operating Environment 

OP Operational Power 

Ops Operations 

PAS Payload Avionics Software 

PAR Payload Anomaly Report 

PCM Pulse Code Modulated 

PI Principle Investigator 

P/L Payload 

PLMDM Payload MDM 

PM Program Manager 

PN Pseudo Noise 

POC Points of Contact 

POIC Payload Operations Integration Center 

PRN pseudo-random noise 

PRO Payload Rack Officer 

PSU Power Supply Unit 

QA Quality Assurance 

R Return (SN Return link service) 

RF Radio Frequency 

RFA Request for Action 

RID Review Item Discrepancies 

RMP Risk Management Plan 

RTD Resistance Temperature Detector 

SAA South Atlantic Anomaly 

SARG Space Assurance and Requirements Guideline 

SAW Solar Array Wing 

S&MA Safety and Mission Assurance 

SCAN Space Communications and Navigation 

SDR Software Defined Radio 

SEO SDR Experiment Ops 

SEU Single Event Upset 

SFEP SCAN Testbed Front End Processor 

SHO Schedule Order 

SMA Multiple Access (SN/TDRS F8-F10 service) 

SME Subject Matter Expert 

SN Space Network 

SNAS Space Network Access System 
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SNIP Space Network Interoperability Program 

SOP Standard Operating Procedure 

SQPN Staggered Quadrature Phase-Shift Keying with PN codes 

SRD Systems Requirements Document 

SSA S-Band Single Access (SN/TDRS Service) 

SS-BPSK Spread Spectrum – Binary Phase Shift Keying 

SSP Space Station Program 

SSPA Solid State Power Amplifier 

STGT Second TDRSS Ground Terminal 

STRS Space Telecommunications Radio System 

SV Space Vehicle 

TBD To Be Determined 

TBR To Be Resolved 

TCA Thermostat Control Assembly 

TDRS Tracking Data Relay Satellite 

TDRSS Tracking Data Relay Satellite System 

TLM Telemetry 

TSC Telescience Support Center 

TSIM TDRS Simulator 

TWTA Traveling Wave Tube Amplifier 

UL Uplink 

UPD User Performance Data 

UQPSK Unbalanced Quadrature Phase-Shift Keying 

V  Volts  

VHDR Very High Data Rate 

VLDR Very Low Data Rate 

W Watt 

WF Waveform 

WFF Wallops Flight Facility 

WGS Wallops Ground Station 

WO Work Order 

WOTIS Wallops Orbital Tracking Information System 

WSC White Sands Complex 

WSGT White Sands Ground Terminal 
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APPENDIX B DEFINITIONS  

B.1 Scope 

This appendix lists the definitions used in this document. 

B.2 List of Definitions 

Table B-1—Definitions 

Baseline:  An agreed-to set of requirements, designs, or documents that will have changes controlled through a formal 
approval and monitoring process. 

Requirement:  The agreed upon need, desire, want, capability, capacity, or demand for personnel, equipment, facilities, 
or other resources or services by specified quantities for specific periods of time or at a specified time expressed as a 
“shall” statement.  Acceptable form for a requirement statement is individually clear, correct, feasible to obtain, 
unambiguous in meaning, and can be validated at the level of the system structure at which stated. 

Risk:  The combination of the probability that a program or project will experience an undesired event (some examples 
include a cost overrun, schedule slippage, safety mishap, health problem, malicious activities, environmental impact, 
failure to achieve a needed scientific or technological breakthrough or mission success criteria) and the consequences, 
impact, or severity of the undesired event, were it to occur. Both the probability and consequences may have associated 
uncertainties. (Reference 7120.5.) 

Software:  As defined in NPD 2820.1, NASA Software Policy. 

Success Criteria:  Specific accomplishments that must be satisfactorily demonstrated to meet the objectives of a 
technical review so that a technical effort can progress further in the life cycle. Success criteria are documented in the 
corresponding technical review plan. 

System:  (a) The combination of elements that function together to produce the capability to meet a need.  The 
elements include all hardware, software, equipment, facilities, personnel, processes, and procedures needed for this 
purpose. (Refer to NPR 7120.5.) (b) The end product (which performs operational functions) and enabling products 
(which provide life-cycle support services to the operational end products) that make up a system.  (Refer to WBS 
definition.) 

Validation (of a product):  Proof that the product accomplishes the intended purpose.  Validation may be determined 
by a combination of test, analysis, and demonstration. 

Validated Requirements:  A set of requirements that are well-formed (clear and un-ambiguous), complete (agrees with 
customer and stakeholder needs and expectations), consistent (conflict free), and individually verifiable and traceable to 
a higher-level requirement or goal. 

Verification (of a product):  Proof of compliance with specifications.  Verification may be determined by test, analysis, 
demonstration, and inspection. 
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APPENDIX C TBDs AND TBRs 

C.1 Scope 

This appendix provides a list of all items in this document that need to be determined (TBD) and 
or that need to be resolved (TBR). 

C.2 List of TBDs 

Table C-1—TBDs 

 
TBD Number Description Document Paragraph

TBD-04-01 
Need to determine which SDR Ops combinations are viable and non-viable 
from a power and thermal standpoint. 

Paragraph 1 Section 4.0 

TBD-06-01 
Need to determine what multi-SDR operations will be demonstrated during 
Stage 4 of Commissioning. 

Paragraph 1 Section 6.4 

TBD-AP I-01 
Need to determine which SDR Ops combinations are viable and non-viable 
from a power and thermal standpoint.  In addition need to update table to 
reflect latest power profile values based upon TVAC and KES testing. 

Appendix I 

TBD-AP E-01 Need to optimize the schedule and align it to the new launch date. Appendix E 

 

C.3 List of TBRs 

Table C-2—TBRs 

 
TBR Number Description Document Paragraph

TBR-06-01 GD SDR NEN WF Operations need to be reviewed by PIs Table 6-2 

TBR-06-02 
GD SDR S-Band SN Forward Link WF Operations need to be reviewed by 
PIs 

Table 6-3 

TBR-06-03 
GD SDR S-Band SN Return Link WF Operations need to be reviewed by 
PIs 

Table 6-4 

TBR-06-04 JPL SDR NEN WF Operations need to be reviewed by PIs Table 6-6 

TBR-06-05 
JPL SDR S-Band SN Forward Link WF Operations need to be reviewed by 
PIs 

Table 6-7 

TBR-06-06 
JPL SDR S-Band SN Return Link WF Operations need to be reviewed by 
PIs 

Table 6-8 

TBR-06-07 
HC SDR Ka-Band SN Forward Link WF Operations need to be reviewed by 
PIs 

Table 6-10 

TBR-06-08 
HC SDR Ka-Band SN Return Link WF Operations need to be reviewed by 
PIs 

Table 6-11 
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APPENDIX D NOMINAL OPERATIONS SCENARIO TIMELINES  

Figure D-1—Scenario 1 GPS – JPL GPSA 
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Figure D-2—Scenario 2 TDRS KaSAF/R – HC SN-HGA 
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Figure D-3—Scenario 3 TDRS KaSAF/R – HC SN-HGA & GPS – JPL GPSA 
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Figure D-4—Scenario 4 TDRS SSA or SMA or MA F/R – GD SN-LGA 
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Figure D-5—Scenario 5 TDRS SSA or SMA or MA F/R – GD SN-LGA & GPS – JPL GPSA 
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Figure D-6—Scenario 6 TDRS SSA or SMA or MA F/R – GD SN-LGA & TDRS KaSAF/R – HC SN-HGA 
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Figure D-7—Scenario 7 TDRS SSA or SMA or MA F/R – JPL SN-LGA 
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Figure D-8—Scenario 8 TDRS SSA or SMA or MA F/R – JPL SN-LGA & GPS – JPL GPSA 

 
 
 
 
 
 

  



Communications, Navigation, and Networking reConfigurable Testbed (CoNNeCT) Project 

Title:  Mission Operations Scenario Timelines 
Document No.:  GRC-CONN-OPS-0429 Revision:  –
Effective Date:  06/09/2011 Page 82 of 115 

 
Figure D-9—Scenario 9 TDRS SSA or SMA or MA F/R – JPL SN-LGA & TDRS KaSAF/R – HC SN-HGA 
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Figure D-10—Scenario 10 TDRS SSA or SMA or MA F/R – JPL SN-LGA & TDRS KaSAF/R – HC SN-HGA & GPS – 

JPL GPSA 
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Figure D-11—Scenario 11 TDRS SSA or SMA or MA F/R – GD SN-MGA 
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Figure D-12—Scenario 12 TDRS SSA or SMA or MA F/R – GD SN-MGA & GPS – JPL GPSA 
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Figure D-13—Scenario 13 TDRS SSA or SMA or MA F/R – GD SN-MGA & TDRS KaSAF/R – HC SN-HGA 
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Figure D-14—Scenario 14 TDRS SSA or SMA or MA F/R – GD SN-MGA & TDRS SSA or SMA or MA F/R – JPL SN-

LGA 
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Figure D-15—Scenario 15 TDRS SSA or SMA or MA F/R – GD SN-MGA & TDRS SSA or SMA or MA F/R – JPL SN-

LGA & & GPS – JPL GPSA 
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Figure D-16—Scenario 16 TDRS SSA or SMA or MA F/R – JPL SN-MGA 
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Figure D-17—Scenario 17 TDRS SSA or SMA or MA F/R – JPL SN-MGA & GPS – JPL GPSA 
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Figure D-18—Scenario 18 TDRS SSA or SMA or MA F/R – JPL SN-MGA & TDRS KaSAF/R – HC SN-HGA 
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Figure D-19—Scenario 19 TDRS SSA or SMA or MA F/R – JPL SN-MGA & TDRS KaSAF/R – HC SN-HGA & GPS – 

JPL GPSA 
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Figure D-20—Scenario 20 TDRS SSA or SMA or MA F/R – JPL SN-MGA & TDRS SSA or SMA or MA F/R – GD SN-

LGA 
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Figure D-21—Scenario 21 TDRS SSA or SMA or MA F/R – JPL SN-MGA & TDRS SSA or SMA or MA F/R – GD SN-

LGA & GPS – JPL GPSA 
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Figure D-22—Scenario 22 NEN S Uplink/Downlink – GD NEN-LGA 
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Figure D-23—Scenario 23 NEN S Uplink/Downlink – GD NEN-LGA & GPS – JPL GPSA 

 

 

  



Communications, Navigation, and Networking reConfigurable Testbed (CoNNeCT) Project 

Title:  Mission Operations Scenario Timelines 
Document No.:  GRC-CONN-OPS-0429 Revision:  –
Effective Date:  06/09/2011 Page 97 of 115 

 
Figure D-24—Scenario 24 NEN S Uplink/Downlink – GD NEN-LGA & TDRS SSA or SMA or MA F/R – JPL SN-MGA 

& TDRS KaSAF/R – HC SN-HGA 

 



Communications, Navigation, and Networking reConfigurable Testbed (CoNNeCT) Project 

Title:  Mission Operations Scenario Timelines 
Document No.:  GRC-CONN-OPS-0429 Revision:  –
Effective Date:  06/09/2011 Page 98 of 115 

 
Figure D-25—Scenario 25 NEN S Uplink/Downlink – GD NEN-LGA & TDRS SSA or SMA or MA F/R – JPL SN-LGA 
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Figure D-26—Scenario 26 NEN S Uplink/Downlink – GD NEN-LGA & TDRS SSA or SMA or MA F/R – JPL SN-LGA 

& GPS – JPL GPSA 
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Figure D-27—Scenario 27 NEN S Uplink/Downlink – GD NEN-LGA & TDRS SSA or SMA or MA F/R – JPL SN-MGA 
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Figure D-28—Scenario 28 NEN S Uplink/Downlink – GD NEN-LGA & TDRS SSA or SMA or MA F/R – JPL SN-MGA 

& GPS – JPL GPSA 
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Figure D-29—Scenario 29 NEN S Uplink/Downlink – JPL NEN-LGA 
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Figure D-30—Scenario 30 NEN S Uplink/Downlink – JPL NEN-LGA & GPS – JPL GPSA 
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Figure D-31—Scenario 31 NEN S Uplink/Downlink – JPL NEN-LGA & TDRS KaSAF/R – HC SN-HGA 
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Figure D-32—Scenario 32 NEN S Uplink/Downlink – JPL NEN-LGA & TDRS KaSAF/R – HC SN-HGA & GPS – JPL 

GPSA 
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Figure D-33—Scenario 33 NEN S Uplink/Downlink – JPL NEN-LGA & TDRS SSA or SMA or MA F/R – GD SN-LGA 
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Figure D-34—Scenario 34 NEN S Uplink/Downlink – JPL NEN-LGA & TDRS SSA or SMA or MA F/R – GD SN-LGA 

& GPS – JPL GPSA 
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Figure D-35—Scenario 35 NEN S Uplink/Downlink – JPL NEN-LGA & TDRS SSA or SMA or MA F/R – GD SN-MGA 
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Figure D-36—Scenario 36 NEN S Uplink/Downlink – JPL NEN-LGA & TDRS SSA or SMA or MA F/R – GD SN-MGA 

& GPS – JPL GPSA 
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APPENDIX E CHECKOUT & COMMISSIONING TIMELINE (TBD AP E-01) 
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APPENDIX F CHECKOUT & COMMISSIONING PASS/FAIL 
DEFINITIONS 

F.1 Scope 

This appendix provides the definitions for pass/fail criteria for the checkout and commissioning 
phase of the SCAN Testbed system.  Also covered in this appendix is a description the process if 
a test fails or an anomaly occurs during the execution of a test in checkout and commissioning.  

F.2 List of Pass, Fail & Workaround Definitions 

 A Pass,  
 All test results meet expectations  

 A Fail  
 The test results do not meet expectations and a fix/update is required and  no 

workaround exist 
 A Fail but a Workaround exists 

 If a test has failed but a temporary solution (or workaround) is available that could 
be implemented with the existing Software/Hardware configuration 

F.3 Process to address a failed test on-orbit 

 The process below would be executed by the MOT or Anomaly Resolution Team 
under the supervision of the CoNNeCT ERB and Science Board,  a process that 
would continue through Phase II operations  

 First, identify what failed 
 Is the source to the failed test, 

 an Operator Error (procedural or configuration), Ground or Flight 
Software Error, Ground or Flight System Hardware Error 

 or any combination of the above 
 Second, identify the impacts to future testing 

 Short-term response: 
 If possible & practical determine a workaround to resolve the failed test 

until a fix can be provided 
 To proceed to the next test in Checkout, it is confirmed that the previous 

failed test did not cause the system to enter the OFF-Nominal State and/or 
cause a reset of the PAS or the SDR OEs or cause any damage to the 
Hardware 

 Long-term response (below) 
 Third, Resolution to the failed test 

 Define the resolution (using the GIU & support equipment) 
 Implement the resolution (test on GIU before implementation on the Flight) 
 Perform the failed test to determine that the problem is fixed  
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APPENDIX G CONTINGENCY OPERATIONS (ANOMALY IDENTIFICATION & REPORTING) 

 

Anomalous
condition

Controller logs
anomaly event

Implement
proc.

PRO for ISS & 
Primary path 

issues

Anomaly
isolated?

P/L Safe, 
Off-Nominal, or 

Maintenance State
required?

CCC/SFEPs Intersegment/
Relay

SCAN Testbed

MOM will coordinate resources (MOT, GSFC 
SFEP engineers, WSC Ops, & TSC Manager) 

to work the problem & will initiate CPARs

MOM will coordinate resources 
(below plus MOT support) to 

work the problem & will initiate 
CPARs

CE with MOT support will coordinate resources 
(SCAN Testbed engineers) & will initiate 

CPARs:

Ground

Intersegment/Relay

Space

NIM for NEN 
issues

WSC Ops for 
SN  issues

MSFC NISN Rep 
for NISN issues

If not executed by the AS, the 
MOT commands Testbed into 

the appropriate State with 
MOM concurrence & 

notification to the PRO-POIC  

MOM initial 
brief to PM, 

CE, & PI

Open WO & perform 
management reporting

Approved 
canned corrective 

proc. 
Return to Ops.

YES

NO

YES
NO

Anomalous
condition
known?

PRO for ISS & Primary 
path approved corrective 

actions

NIM for NEN approved
corrective actions

WSC Ops for SN approved 
corrective actions

MSFC NISN Comm Rep 
for NISN approved 
corrective actions

Testbed corrective 
actions approved by 
CE with concurrence 

by PI

MOM briefs 
PM, CE, & PI

ART formed

Develop corrective actions to 
provide SCAN Testbed 

system support (or develop 
workarounds)

CPAR (final) provided

ISS & Primary Path 
corrective actions

NEN corrective actions

SN corrective actions

NISN corrective actions
CCC/SFEP 

corrective actions

Anomaly
Close-out

Testbed
corrective actions

CCC & SFEPs,
corrective actions 

approved by CE with 
concurrence by PI

Ground Space

Intersegment/Relay

Event logged 
into Anomaly 

Database

Event logged 
into Anomaly 

Database

Anomaly
Closed

Notification from 
External Support 

Segments
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APPENDIX H SAMPLE PAS BOOT SUMMARY LOG FILE MESSAGE 

 

For the 1553RT look for: 
  INFO  (tAvionics) 200.110618: cDevFactory:  Searching for 2nd 1553 device (VENID=0x4ddc 
DEVID=0x0001). 
  INFO  (tAvionics) 200.216878: cDevFactory:  Found a 2nd instance of a CM951 1553 
device. 
  INFO  (tAvionics) 200.323130: RT1553 Register Test passed. 
  INFO  (tAvionics) 200.386683: RT1553 Running RAM Test with 0xaaaa. 
  INFO  (tAvionics) 200.450398: RT1553 Running RAM Test with 0xaa55. 
  INFO  (tAvionics) 200.534731: RT1553 Running RAM Test with 0x55aa. 
  INFO  (tAvionics) 200.598272: RT1553 Running RAM Test with 0x5555. 
  INFO  (tAvionics) 200.682650: RT1553 Running RAM Test with 0xffff. 
  INFO  (tAvionics) 200.745128: RT1553 Running RAM Test with 0x1111. 
  INFO  (tAvionics) 200.808705: RT1553 Running RAM Test with 0x8888. 
  INFO  (tAvionics) 200.893103: RT1553 Running RAM Test with 0x0000. 
  INFO  (tAvionics) 200.956609: RT1553 RAM Test passed. 
  INFO  (tAvionics) 201.020189: Running the RT Protocol test. 
  INFO  (tAvionics) 201.083726: RT1553 Protocol Test passed. 
  INFO  (tAvionics) 201.147246: RT1553 Interrupt Test passed. 
  INFO  (tAvionics) 201.210817:   Done with RT BIT - all tests passed. 
 
 
For the 1553RT DIO look for: 
  INFO  (tAvionics) 201.606406: cDevFactory:  RT and DIO initialization complete. 
 
 
For the A/D look for:   
  INFO  (tAvionics) 201.606836: cDevFactory:  Searching for A/D device. 
  INFO  (tAvionics) 201.794493: cDevFactory:  Found an S930 A/D device. 
 
 
For overall ELC Interface communications look for: 
  INFO  (tAvionics) 214.802571: Avionics:  ELC Interface and Command Handler 
initialization complete 
 
 
Once the "AVIONICS_START_SOFTWARE_SUBSYSTEMS" command is executed from ground... 
 
 
For the 1553BC look for: 
  INFO  (tskConnectCommandHandle) 427.669934: (tCommandHandlerTask): Startup 1553 BC. 
  INFO  (tskConnectCommandHandle) 427.669974: cDevFactory:  Searching for 1st 1553 device 
(VENID=0x4ddc DEVID=0x0000). 
  INFO  (tskConnectCommandHandle) 427.669991: cDevFactory:  Found a 1st instance of a 
CM951 1553 device. 
  INFO  (tskConnectCommandHandle) 427.670526:   1553BC Register Test passed. 
  INFO  (tskConnectCommandHandle) 427.670541:   1553BC Running RAM Test with 0xaaaa. 
  INFO  (tskConnectCommandHandle) 427.858424:   1553BC Running RAM Test with 0xaa55. 
  INFO  (tskConnectCommandHandle) 428.046141:   1553BC Running RAM Test with 0x55aa. 
mandHandle) 428.233826:   1553BC Running RAM Test with 0x5555. 
  INFO  (tskConnectCommandHandle) 428.427899:   1553BC Running RAM Test with 0xffff. 
  INFO  (tskConnectCommandHandle) 428.616901:   1553BC Running RAM Test with 0x1111. 
  INFO  (tskConnectCommandHandle) 428.804601:   1553BC Running RAM Test with 0x8888. 
  INFO  (tskConnectCommandHandle) 428.992183:   1553BC Running RAM Test with 0x0000. 
  INFO  (tskConnectCommandHandle) 429.179861:   1553BC RAM Test passed. 
  INFO  (tskConnectCommandHandle) 429.179881:   Running the BC Protocol test. 
  INFO  (tskConnectCommandHandle) 429.180264:   1553BC Protocol Test passed. 
  INFO  (tskConnectCommandHandle) 429.180703:   1553BC Interrupt Test passed. 
  INFO  (tskConnectCommandHandle) 429.180729:   Done with BC BIT - all tests passed. 
 
 
For Spacewire look for: 
  INFO  (tskConnectCommandHandle) 430.178518: (tCommandHandlerTask): Startup Spacewire. 
  INFO  (tskConnectCommandHandle) 430.178611: cDevFactory:  Searching for a SpaceWire-128 
device (VENID=0x10ee DEVID=0x002a). 
  INFO  (tskConnectCommandHandle) 430.178627: cDevFactory:  Found a SpaceWire-128 device. 
  INFO  (tskConnectCommandHandle) 430.398628: SpaceWire:  File 
'/ffx0/conf/spacewire/fpcisw_33_24_50_100.jed' used to load PLL. 

  INFO  (tskConnectCommandHandle) 430.403115: SpaceWire Firmware Revision: 0x06. 
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APPENDIX I SCAN TESTBED POWER PROFILES (TBD-AP I-01) 

 

 
Yellow indicates invalid mode due thermal constraints on JPL SDR during SSPA and GPS Slices simultaneous operations. 

  

GN TDRSS TDRSS TDRSS GPS Sub-System Usage Sub-System Electrical Power Usage Transmitted RF Power Sub-System Thermal Load
S-band S-band S-band Ka-band L-band GD JPL

MDR MDR/LDR VLDR HDR/VHDR GD JPL HARRIS RF Plate AVIONICS GD JPL HARRIS HARRIS 
UP/DWN

RF Plate GCE GIMBAL AVIONICS TWTA PSU LINE 
LOSS

S-BAND 
XMT

S-BAND 
XMT

Ka-Band 
XMT

RF Losses GD JPL HARRIS HARRIS 
UP/DWN

RF Plate GCE GIMBAL AVIONICS TWTA PSU LINE 
LOSS

1 0000J JPL OFF GPS OFF OFF FULL 0 21.275 0 0 0 0 0 75.4 0 5.75 0 0 0 0 0 21.275 0 0 0 0 0 75.4 0 5.75 102 102 102 0

2 000H0 HARRIS OFF OFF K K&G FULL 0 0 93.03 6.972 111.28 17.12 28.8 75.4 32.76 5.75 0 0 42 13 0 0 93.03 6.972 69.28 17.12 37.8 75.4 32.76 5.75 351 371 227 20

3 000HJ HARRIS JPL OFF GPS K K&G FULL 0 21.275 93.03 6.972 111.28 17.12 28.8 75.4 32.76 5.75 0 0 42 13 0 21.275 93.03 6.972 69.28 17.12 37.8 75.4 32.76 5.75 372 392 248 20

4 00G00 GD S OFF OFF OFF FULL 51.45 0 0 0 0 0 0 75.4 0 5.75 8 0 0 5.51 43.45 0 0 0 0 0 0 75.4 0 5.75 130 133 133 2

5 00G0J GD JPL S GPS OFF OFF FULL 51.45 21.275 0 0 0 0 0 75.4 0 5.75 8 0 0 5.51 43.45 21.275 0 0 0 0 0 75.4 0 5.75 151 154 154 2

6 00GH0 GD HARRIS S OFF K K&G FULL 51.45 0 93.03 6.972 111.28 17.12 28.8 75.4 32.76 5.75 8 0 42 18.51 43.45 0 93.03 6.972 69.28 17.12 37.8 75.4 32.76 5.75 400 423 279 22

7 00J00 JPL OFF S OFF OFF FULL 0 83.622 0 0 0 0 0 75.4 0 5.75 0 10 0 4.86 0 73.622 0 0 0 0 0 75.4 0 5.75 160 165 165 5

8 00J0J JPL JPL OFF S&GPS OFF OFF FULL 0 103.047 0 0 0 0 0 75.4 0 5.75 0 10 0 4.86 0 93.047 0 0 0 0 0 75.4 0 5.75 179 184 184 5

9 00JH0 JPL HARRIS OFF S K K&G FULL 0 83.622 93.03 6.972 111.28 17.12 28.8 75.4 32.76 5.75 0 10 42 17.86 0 73.622 93.03 6.972 69.28 17.12 37.8 75.4 32.76 5.75 430 455 311 25

10 00JHJ JPL HARRIS JPL OFF S&GPS K K&G FULL 0 103.047 93.03 6.972 111.28 17.12 28.8 75.4 32.76 5.75 0 10 42 17.86 0 93.047 93.03 6.972 69.28 17.12 37.8 75.4 32.76 5.75 449 474 330 25

11 0G000 GD S OFF OFF G FULL 51.45 0 0 0 0 17.12 28.8 75.4 0 5.75 8 0 0 5.51 43.45 0 0 0 0 17.12 0 75.4 0 5.75 147 179 179 31

12 0G00J GD JPL S GPS OFF G FULL 51.45 21.275 0 0 0 17.12 28.8 75.4 0 5.75 8 0 0 5.51 43.45 21.275 0 0 0 17.12 0 75.4 0 5.75 169 200 200 31

13 0G0H0 GD HARRIS S OFF K K&G FULL 51.45 0 93.03 6.972 111.28 17.12 28.8 75.4 32.76 5.75 8 0 42 18.51 43.45 0 93.03 6.972 69.28 17.12 37.8 75.4 32.76 5.75 400 423 279 22

14 0GJ00 GD JPL S S OFF G FULL 51.45 83.622 0 0 0 17.12 28.8 75.4 0 5.75 8 10 0 10.37 43.45 73.622 0 0 0 17.12 0 75.4 0 5.75 226 262 262 36

15 0GJ0J GD JPL JPL S S&GPS OFF G FULL 51.45 103.047 0 0 0 17.12 28.8 75.4 0 5.75 8 10 0 10.37 43.45 93.047 0 0 0 17.12 0 75.4 0 5.75 245 282 282 36

16 0J000 JPL OFF S OFF G FULL 0 83.622 0 0 0 17.12 28.8 75.4 0 5.75 0 10 0 4.86 0 73.622 0 0 0 17.12 0 75.4 0 5.75 177 211 211 34

17 0J00J JPL JPL OFF S&GPS OFF G FULL 0 103.047 0 0 0 17.12 28.8 75.4 0 5.75 0 10 0 4.86 0 93.047 0 0 0 17.12 0 75.4 0 5.75 196 230 230 34

18 0J0H0 JPL HARRIS OFF S K K&G FULL 0 83.622 93.03 6.972 111.28 17.12 28.8 75.4 32.76 5.75 0 10 42 17.86 0 73.622 93.03 6.972 69.28 17.12 37.8 75.4 32.76 5.75 430 455 311 25

19 0J0HJ JPL HARRIS JPL OFF S&GPS K K&G FULL 0 103.047 93.03 6.972 111.28 17.12 28.8 75.4 32.76 5.75 0 10 42 17.86 0 93.047 93.03 6.972 69.28 17.12 37.8 75.4 32.76 5.75 449 474 330 25

20 0JG00 JPL GD OFF S OFF G FULL 0 83.622 0 0 0 17.12 28.8 75.4 0 5.75 0 10 0 4.86 0 73.622 0 0 0 17.12 0 75.4 0 5.75 177 211 211 34

21 0JG0J JPL GD JPL OFF S&GPS OFF G FULL 0 103.047 0 0 0 17.12 28.8 75.4 0 5.75 0 10 0 4.86 0 93.047 0 0 0 17.12 0 75.4 0 5.75 196 230 230 34

22 G0000 GD S OFF OFF G FULL 51.45 0 0 0 0 17.12 28.8 75.4 0 5.75 8 0 0 5.51 43.45 0 0 0 0 17.12 0 75.4 0 5.75 147 179 179 31

23 G000J GD JPL S GPS OFF G FULL 51.45 21.275 0 0 0 17.12 28.8 75.4 0 5.75 8 0 0 5.51 43.45 21.275 0 0 0 17.12 0 75.4 0 5.75 169 200 200 31

24 G00H0 GD HARRIS S OFF K K&G FULL 51.45 0 93.03 6.972 111.28 17.12 28.8 75.4 32.76 5.75 8 0 42 18.51 43.45 0 93.03 6.972 69.28 17.12 37.8 75.4 32.76 5.75 400 423 279 22

25 G0J00 GD JPL S S OFF G FULL 51.45 83.622 0 0 0 17.12 28.8 75.4 0 5.75 8 10 0 10.37 43.45 73.622 0 0 0 17.12 0 75.4 0 5.75 226 262 262 36

26 G0J0J GD JPL JPL S S&GPS OFF G FULL 51.45 103.047 0 0 0 17.12 28.8 75.4 0 5.75 8 10 0 10.37 43.45 93.047 0 0 0 17.12 0 75.4 0 5.75 245 282 282 36

27 GJ000 GD JPL S S OFF G FULL 51.45 83.622 0 0 0 17.12 28.8 75.4 0 5.75 8 10 0 10.37 43.45 73.622 0 0 0 17.12 0 75.4 0 5.75 226 262 262 36

28 GJ00J GD JPL JPL S S&GPS OFF G FULL 51.45 103.047 0 0 0 17.12 28.8 75.4 0 5.75 8 10 0 10.37 43.45 93.047 0 0 0 17.12 0 75.4 0 5.75 245 282 282 36

29 J0000 JPL OFF S OFF G FULL 0 83.622 0 0 0 17.12 28.8 75.4 0 5.75 0 10 0 4.86 0 73.622 0 0 0 17.12 0 75.4 0 5.75 177 211 211 34

30 J000J JPL JPL OFF S&GPS OFF G FULL 0 103.047 0 0 0 17.12 28.8 75.4 0 5.75 0 10 0 4.86 0 93.047 0 0 0 17.12 0 75.4 0 5.75 196 230 230 34

31 J00H0 JPL HARRIS OFF S K K&G FULL 0 83.622 93.03 6.972 111.28 17.12 28.8 75.4 32.76 5.75 0 10 42 17.86 0 73.622 93.03 6.972 69.28 17.12 37.8 75.4 32.76 5.75 430 455 311 25

32 J00HJ JPL HARRIS JPL OFF S&GPS K K&G FULL 0 103.047 93.03 6.972 111.28 17.12 28.8 75.4 32.76 5.75 0 10 42 17.86 0 93.047 93.03 6.972 69.28 17.12 37.8 75.4 32.76 5.75 449 474 330 25

33 J0G00 JPL GD S S OFF G FULL 51.45 83.622 0 0 0 17.12 28.8 75.4 0 5.75 8 10 0 10.37 43.45 73.622 0 0 0 17.12 0 75.4 0 5.75 226 262 262 36

34 J0G0J JPL GD JPL S S&GPS OFF G FULL 51.45 103.047 0 0 0 17.12 28.8 75.4 0 5.75 8 10 0 10.37 43.45 93.047 0 0 0 17.12 0 75.4 0 5.75 245 282 282 36

35 JG000 JPL GD S S OFF G FULL 51.45 83.622 0 0 0 17.12 28.8 75.4 0 5.75 8 10 0 10.37 43.45 73.622 0 0 0 17.12 0 75.4 0 5.75 226 262 262 36

36 JG00J JPL GD JPL S S&GPS OFF G FULL 51.45 103.047 0 0 0 17.12 28.8 75.4 0 5.75 8 10 0 10.37 43.45 93.047 0 0 0 17.12 0 75.4 0 5.75 245 282 282 36

MAXIMUM 449 474 330 36

Total 
power 
input

28VDC 
power

Total - 
thermal

ModeNOST Total 
Thermal 
Load (W)
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APPENDIX J TEMPERATURE SENSOR LOCATIONS 

 
 
 
 
 

 
 

 
 

 
 
 

 

 

 

Zenith Radiator Temperature Sensor Locations Ram Radiator Temperature Sensor Locations Starboard Radiator Temperature Sensor Locations 
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