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National Aeronautics and Space Administration

John H. Glenn Research Center

Microgravity Science Division

Cleveland, Ohio 44135
preface

Under the Microgravity Research, Development, and Operations Contract (MRDOC), the National Aeronautics and Space Administration (NASA) is developing a modular, multi-user experimentation facility for conducting fluid physics and combustion science experiments in the microgravity environment of the International Space Station (ISS).  This facility, called the Fluids and Combustion Facility (FCF), consists of two test platforms: the Fluids Integrated Rack (FIR), and the Combustion Integrated Rack (CIR).  Also included in MRDOC are the required support efforts for Mission Integration and Operations, consisting of the Telescience Support Center (TSC) and Mission Integration and Planning (MIP).

The Telescience Support Center (TSC) Facility provides the required support efforts for the MRDOC.  

This document provides a comprehensive overview of the TSC and an authoritative summary of its systems.
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1.0 INTRODUCTION

This document is the National Aeronautics and Space Administration (NASA) Glenn Research Center (GRC) Telescience Support Center (TSC) System Description Document for Phase I of the TSC.

1.1 Scope

The TSC System Description Document provides a comprehensive overview of the TSC and its systems, which will support TSC Phase I, using a format of pictures and narrative.

1.2 Purpose

The TSC System Description Document is the single, authoritative summary document that describes the primary TSC system functions, and the technical solutions that define the systems and their interrelationships.  It describes key requirements, problems, and proposed solutions to those problems.

DOCUMENTS

1.3 Reference Documents

Reference documents are those documents that, although not part of this document, serve to amplify or clarify its contents, or dictate work policy or procedures.  The specific reference documents are as follows:

TSC Requirements Document




TSC-DOC-002

TSC Users Guide






TSC-DOC-006

TSC Interface Definition Document




TSC-DOC-011

TSC Security Plan






TSC-DOC-014

Payload Operations Integration Center (POIC)


Capabilities Document




SSP-50304

POIC to Generic User Interface Definition Document


(PGUIDD)






SSP-50305

Telescience Resource Kit (TReK) Requirements Document

MSFC-RQMT-2629

1.4 Applicable Documents 

Applicable documents are those documents, of the latest revision, whose content, to the extent specified herein, are considered to form a part of this document.  The specified parts of the applicable documents carry the same weight as if they were stated within the body of this document.  The applicable documents are as follows:

There are no applicable documents.

DOCUMENT ORGANIZATION

The System Description Document comprises nine sections.  The organization of the document with respect to each section is described here.

Section #1 – Introduction defines the document scope and purpose.

Section #2 – Documents lists reference and applicable documents, as they pertain to this
document.

Section #3 – Document Organization describes how the System Description Document is 
organized.

Section #4 – TSC Facility Overview describes the facility layout and user accommodations, 
and gives a high level description of the TSC systems.

Section #5 – TSC Systems Technical Descriptions provides a more detailed description of 
each of the TSC systems, including capabilities and applications.  Systems 
described include Audio, Video, Data, Facility Timing, Ground Track, 
Telecommunication, Security, Network, and Conferencing Systems.

Section #6 – Design Safety Considerations discusses any safety requirements or issues to be 
considered in the design of the TSC and its systems.

Section #7 – Acronym Listing provides a list of acronyms used in this document.

Section #8 – Glossary provides a list of terms used in this document.

Section #9 – Appendix A contains To Be Determined items.

tsc facility overview

The TSC at NASA GRC in Cleveland, Ohio is a ground facility that provides the capability to execute ground support operations of on-orbit ISS payloads developed at or supported by GRC. This capability is provided in coordination with the Marshall Space Flight Center (MSFC) POC, the Johnson Space Center (JSC) Mission Control Center in Houston (MCC-H), and other remote ground control facilities.

The concept of telescience is a result of NASA's vision to provide worldwide distributed ISS ground operations that will enable payload developers and scientists to control and monitor their on-board payloads from any location - not necessarily a NASA site. This concept enhances the quality of scientific and technological data, while decreasing operation costs of long-term support activities, by providing ground operation services to a Principal Investigator and Engineering Team at their home site. The TSC acts as a hub in which users can either locate their operations staff within the walls of the TSC, or request the TSC operation capabilities be extended to a more convenient location such as a university.  Figure 4.0-1 shows the relationships among payload developers and scientists, the TSC, and the ISS.
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Figure 4.0‑1 Telescience Interfaces

1.5 Facility Layout

The GRC TSC facility is located on the first floor in the north wing of Building 333 and is handicap accessible. There is ample parking next to the north wing of the building near a private TSC security controlled entrance. The facility is housed within a secure area to ensure that all information, systems, equipment, personnel and services are protected from destructive, disruptive, or criminal activities. Access to the TSC is limited to approved, badged personnel. All entrances are equipped with key card access. Phones are provided at each entrance to contact personnel inside if required.  Figure 4.1-1 shows the room layout of the TSC.
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BUILDING 333
Figure 4.1‑1 TSC Room Layout

After entering from the parking lot at the north side of the building, there is a hallway that runs through the facility to a second entrance.  Hallway cameras are used to monitor and control traffic.  The User Operations Area, Room 150, is the first room that is encountered.  

As the name implies, this is the area where TSC users conduct their operations.  This area can nominally accommodate 40 operations personnel and has a maximum capacity of 75.  This room provides all the capabilities necessary to carry out ground support operations. The user teams are grouped together in work areas that are either consoles or tabletop environments.  Figures 4.1-2 and 4.1-3 show different views of the Users Operations Area. 
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Figure 4.1‑2 User Operations Area View 1
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Figure 4.1‑3 User Operations Area View 2

At the opposite end of the hall from the User Operations Area are the Facility Operations Control Room (Room 153) and the TSC Data Development Laboratory (Room 155).  The TSC 24x7 operations staff is located in the Facility Operations Control Room.  They can be contacted over a dedicated voice loop and can provide assistance with TSC-provided services and equipment.  The TSC Data Development Laboratory is staffed during normal business hours and can provide additional assistance and data system expertise.  Figure 4.1-4 shows the Facility Operations Control Room Consoles.
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Figure 4.1‑4 Facility Operations Control Room Consoles

After exiting the east TSC secure door into the rest of Building 333, there are restrooms and a drinking fountain on the left.  The TSC Development Laboratory (Room 104) and additional TSC staff offices are on the right.  The lab and offices are where additional TSC staff is located during normal business hours.  Figure 4.1-5 shows a Development Lab console.
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Figure 4.1-5 Development Lab Console 

Further down the hall is a large copying machine (left) and another fax machine (right).  Also on the right is the TSC’s teleconferencing facility located in Room 108 to support user teleconferencing needs.  Figure 4.1-6 shows the teleconferencing facility.


Figure 4.1-6 TSC Teleconferencing Facility

Continuing south and west through the main corridor of the building, there are vending machines and another set of restrooms in the southwest corner (this set with shower and locker accommodations).

1.6 User Accommodations

The TSC nominally provides the following hardware at each user's work area: a TReK workstation, an audio-video station, and a telephone for business use.  The TReK workstation is used to receive and process telemetry, send commands, and provide access to POC capabilities through either an X-window or a Web-based interface.  The audio-video station supports four users.  It provides a voice loop interface to communicate with other ground support personnel and with the crew onboard ISS.  It also provides video monitors to view ISS video and NASA TV video utilizing a video GUI on their TReK machine. 

Some users have the need to bring in their own equipment to use, in addition to, or in place of, the TSC-provided hardware. Space is provided within the user's workspace for this user-supplied Ground Support Equipment (GSE).  Standard GRC Integrated Desktop Environment (IDE) computers are also available for shared use.  In the User Operations Area, there is also is shared fax machine, one black and white printer and one color printer.  Another fax and a copying machine are available just outside the TSC secure area.  A TSC conference room is available for teleconferences and operations-related meetings.

The TSC is staffed with development and operations personnel who can assist the experimenter with the planning and preparation phases of pre-mission support, as well as with the simulations and real-time operations phases of the mission.  During missions and simulations, the Operation Support Group is available in the Facility Operations Control Room around-the-clock to ensure facility integrity.  

1.7 Systems Descriptions

The TSC is composed of nine systems: audio, video, data, facility timing, ground track, telecommunications, security, network, and conferencing.

The audio communication (voice) system provides the user a choice of up to 30 voice loops at their audio station.  The system provides the experimenter with mission critical communication paths to the JSC and MSFC internal voice loops, receives the Shuttle Air-to-Ground and ISS Space-to-Ground channels for monitoring crew activities, and provides local inter-console communications, and NASA TV audio.  

The Video System provides video distribution and recording services to the customer.  NASA television, up to two channels of ISS video, and institution video link services provided by the Center can be distributed to the customers at each console location on a 2 channel 13” color monitor. The TSC also offers an extra overhead television projector in the User Operations Area.  Other channels available include room and hall cameras which will not be provided to the customer, ground track, facility timing displays, and previously recorded video playback which the users will have access to via their video GUI.  The TSC can also continuously record up to 2 separate video channels with audio.

The Data System is composed of several subsystems.  These subsystems are: TReK workstations, a Mass Storage Subsystem, and a Science Data Distribution Subsystem.  TReK workstations are provided for users working in the TSC or principle investigators operating at remote sites.  TReKs may also be used in off-line areas, but the TSC does not provide off-line workstations.  At their option, users may provide their own GSE instead of using TReK workstations.  Currently the TSC receives data from MSFC using a Multi-casting method to distribute data to users.  The TSC Mission Network transmits raw and processed data from MSFC and distributes it to various workstations and systems located in the TSC, as well as to select off-line locations.  The Mass Storage Subsystem collects, stores, retrieves, and resends data for a TSC user.  The Science Data Distribution Subsystem is located on the GRC External Services Local Area Network (LAN).  It is a server that makes select science data available to any user in the public domain.

The Facility Timing System uses a timing signal that originates from the Global Positioning Satellite (GPS) system.  Wall displays show both Greenwich Mean Time (GMT) and ISS-referenced times in days, hours, minutes, and seconds.  Redundant networked timing servers providing Network Timing Protocol (NTP) packets are provided and can be accessed by user equipment on the Mission Network.  GRC lab NTP timing servers can be accessed from the lab network.

The Ground Track System provides continuous updates of the ISS position with latitude/longitude, and predicted Tracking Data Relay Satellite (TDRS) acquisition/loss of signal (AOS/LOS) times via a display provided through the TSC video.  This display originates from the MSFC POC and can also be accessed directly by networked TReK workstations. The address for accessing ground track on the users TReK is: https://aristotle.hosc.msfc.nasa.gov/JTRACK/default.html
The Telecommunications System carries most of the interfaces and services external to the TSC into the TSC.  The transport capability has more than adequate capacity for all TSC user requirements.

The security system provides a secure environment for the TSC equipment, users and staff.

The TSC Network System is based on a 100BaseT switched architecture. Separate networks are provided for mission support and GRC lab access.  All systems connected to the Mission Network internal to the TSC use a 100BaseT interface to connect to the network. Address and protocol management are coordinated by the TSC staff.

A teleconferencing capability is provided in the TSC conference room (Room 108).  Telephone access is provided in accordance with GRC lab practices.

tsc systems technical descriptions

This section provides technical descriptions of each TSC system.  It also describes the capabilities of each system, and how each system will be used.  

1.8 TSC Audio System

1.8.1 Description

 The TSC Audio System provides the user with the capability for 2-way communications with other ISS operations interfaces, such as MSFC POC and JSC MCC-H.  This is handled over dedicated voice loops defined in the MSFC POC Capabilities Document, SSP-50304.  The TSC Audio System also provides the user with the capability to monitor other TSC audio, such as the audio portion of NASA TV.  The user is provided with an audio control panel and headset that gives access to the individual voice loops and audio sources.  Figure 5.1.1-1 illustrates the design of the TSC Audio System.
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Figure 5.1.1‑1 Audio System


1.8.2 Capabilities

The TSC Audio System design provides the capability to receive and distribute to up to59 voice loops and audio sources.  However, each audio, or operator control panel (OCP), will only receive up to 30 individual voice loops and audio sources for the users and the TSC staff can have 40 individual voice loops on their OCP.  The OCP is the primary user interface, and it provides the user with access to these voice loops and/or audio sources.  These loops are pre-configured by the TSC staff and labeled on the OCP.  The loops at each panel and the permission for talk/listen versus monitor-only capabilities are implemented prior to the start of an activity.  Selection of loops is by rocker switches on the OCP.  Different actions are required to select monitor-only versus talk/listen (when permitted) functions for each loop, so users can monitor several loops but only talk on one at a time.  Lights on the OCP panel illuminate in different colors to indicate the function chosen.  Figure 5.1.2-1 shows a front view of the Digital Integrated Communication Electronic System (DICES) III OCP.


[image: image6.wmf]
Figure 5.1.2‑1 DICES III OCP

Each OCP is considered part of an audio-video station.  Each station is designed to accommodate two users at one time.  Each user is provided separate volume controls for the headsets and can set their headset independently from the other user connected to that OCP.  Volume controls can also differentiate between the loops selected as monitor-only versus those selected as talk/listen, so many loops can be monitored at once, but the loop that the user must respond on can be set for a louder volume to better gain the user’s attention.  It should be noted that audio-video stations do have the capability to handle up to 4 users, but the functions described previously will be split between two pairs of users.  This can be used to accommodate short periods of extra users within a team.

Headsets that interface with the OCP are provided for the users.  Headsets are an over-the-ear design and are available in either one- or two-ear styles.  The headsets plug into the audio video stations directly into the console with a large, non-polarized, two-prong connector.  A rocker switch in a belt clip module allows the user to manually activate the microphone so that other conversations are not unintentionally broadcast across the mission voice loops.  While OCPs also have an integral speaker, it is not used because it will interfere with other users’ activities (see TSC User Guide, TSC-DOC-006).

1.8.3 Application

The TSC Audio System is used to communicate with other ISS participants, such as MSFC POC and JSC MCC-H personnel.  Proper voice loop usage protocols must be observed at all times.  The user will communicate with different groups at MSFC, JSC, and TSC staff over dedicated voice loops as described in their ground support training. 

1.9 TSC Video System

1.9.1 Description

The TSC Video System provides the user with access to the many video channels available in the TSC.  Depending on the operations criticality of the video, the video connection may be directly connected or connected through the Video System’s matrix.  Users requiring ISS downlink video are given video monitors and a direct hook-up to the ISS downlink video receivers to maximize reliability and restorability at the expense of the flexibility of video selections.  Other users are connected to the video matrix to provide maximum flexibility of video monitors. The TSC can also continuously record video for users or provide video connections for user-supplied recorders or other ground support equipment. 

Unless otherwise specified in this section, all further discussion will be about video connections and services through the TSC Video System’s matrix.

Figure 5.2.1-1 illustrates the design of the TSC Video System.

[image: image7.wmf]TSC

Timing

System

Video

Matrix

TSC Ground

Track

System

TSC Video-

conferencing

System

TSC

Audio

System

Room

Cameras

VCRs

Room

Monitors

A-V

stations

Video signal

Audio signal

Control signal

ISS

Downlink

video

NISN

Video

Monitors

TSC Video System


Figure 5.2.1‑1 Video System

1.9.2 Capabilities

The TSC Video System provides a minimum of 25 and a maximum of 56 unique video sources to the user-selected destination.  Users are provided a personal computer, graphical user interface to make real-time video selections.  The TSC staff configures available video sources and destinations in advance.  The user interface is accessible from all computers on the TSC Mission Network.

The TSC user is provided a 13” color video monitor to view the video selection.  These monitors are part of an audio-video station.  As stated previously in the audio section, each station is designed to accommodate two users.  Each audio-video station monitor has two channels.  The primary channel is switchable by the user.  The second channel displays NASA TV.  If extra monitors are required, they are provided through requests made in advance.  A limited number of 9” color monitors are also available.

1.9.3 Application

The user can view ISS video (by request) or NASA TV for the real-time progress of the crew, informative briefings on, and special events.  ISS ground track and ISS times are provided through other video selections.  A color bar generator channel is provided for adjustment of video monitors and user-provided ground support equipment.  The TSC staff has camera views of the TSC operations areas, hallways, conference room, and high bay for security purposes.

1.10 TSC Data System

1.10.1 Description

The TSC Data System consists of several subsystems.  These subsystems are: TReK workstations, a Mass Storage Subsystem, and a Science Data Distribution Subsystem.  TReK workstations are provided for users working in the TSC, or for principle investigators operating at select remote sites.  At their option, users may provide their own GSE instead of using TReK workstations.  The TSC Mission Network transmits raw and processed data from MSFC, and distributes it to various workstations and systems located in the TSC, as well as to select off-line locations. The Mass Storage Subsystem collects, stores, retrieves, and resends data for a TSC user.  Data from MSFC is sent in User Datagram Protocol (UDP) packets over an ISS-provided Wide Area Network (WAN) to TReK workstations and Mass Storage Subsystem.  The Science Data Distribution Subsystem provides users with an FTP/Web server on the GRC External Services LAN to distribute their science data outside the secure area of the TSC.  This subsystem makes select science data available to users in the public domain. 

Two major problems with the flow of data from MSFC to GRC are the security of the connection and the format in which the data is being sent, UDP packets.  Unknown intruders could intercept a packet and modify it, since it is almost impossible to authenticate the source and/or guarantee the integrity of incoming UDP packets.  This represents a significant risk to the GRC Campus Network.  To protect the GRC Campus Network from this risk, TSC equipment receiving data from MSFC will reside on an isolated network, the TSC Mission Network.  A firewall will be employed on the TSC Mission Network to protect the TSC, its users, and the GRC Campus Network from potential security compromises implicit in the use of UDP.

Once the data is received at the TSC, the TSC Mission Network transmits the data to TReK workstations, GSE, the Mass Storage Subsystem, or to off-line areas.  Figure 5.3.1-1 illustrates this concept.
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Figure 5.3.1‑1 TSC Telemetry Data Distribution

The TSC provides TReK workstations located within the TSC.  TReK workstations are personal computers (PCs) running under the control of Microsoft’s Windows NT Workstation operating system.  TReK workstations are based on a design specified by MSFC, and they provide users that are not located in the POIC with the same basic functions as a Real Time Data System (RTDS) workstation located at MSFC.  TReK workstations are not intended to work as standalone systems, and will interface with the POC RTDS. TReK workstations provide the users with the capability to:

· Acquire, store and process real time or playback telemetry data that is received from the supporting facility

· Request, receive and process GSE packets and CDP (custom data packets)

· Display telemetry data received from the supporting facility

· Send command uplink requests and receive command responses via an X-windows interface

· Monitor the status of commands sent to onboard experiments through the supporting facility
· Access RTDS capabilities using X-Windows and Web interfaces.  RTDS capabilities and functions provide by the POIC include:

· Access to PIMS (Payload Information Management System)

· Access to PPS (Payload Planning System)

· Access to the RTDS telemetry and command databases

Refer to Figure 5.3.2-1 for a summary of TReK workstation capabilities and functions.

The Mass Storage Subsystem has been put into place to prevent data loss due to unexpected TReK, user GSE, or TSC network failures.  The subsystem has the capability to receive and store all telemetry data.  Using the TReK software capabilities, the user can request that data stored on the Mass Storage Subsystem be resent to their requested GSE.  The subsystem is equipped to handle single point failures of major subsystem components, and is also equipped with a tape backup to provide extra security for the data.  The Mass Storage Subsystem can only hold a finite amount of data, so back up procedures have been put in place and will be implemented.  Once this data has been recorded, it will be removed from the subsystem to allow room for more data.  Figure 5.3.1-2 shows the configuration of the Mass Storage Subsystem.


[image: image9.wmf]External 

Storage 

RAID

Mass Storage

Subsystem

NT File Server

RAID

Tape

Backup

Blank

Media

Recorder


Figure 5.3.1‑2 Mass Storage Hardware Configuration

The Mass Storage Subsystem has the capability to store and retrieve telemetry data.  Figure 5.3.1-3 demonstrates the Mass Storage System functions.
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Figure 5.3.1‑3 Mass Storage System Functions

The TSC provides a hardware platform to use as a Science Data Distribution Subsystem.  This subsystem resides on the GRC External Services LAN.  It provides select payload developers a platform for public domain users to access science data.  This LAN is controlled and secured by the GRC Computer Science Division (CSD), and is the only LAN available for access by users in the public domain. 

1.10.2 Capabilities

Figure 5.3.2-1 shows the Data System capabilities as they are provided by TReK workstations, the Mass Storage Subsystem, the Science Data Distribution System and the GRC office automation system (IDE).  The office automation system provides TSC users with access to GRC IDE services.  A complete description of these services can be found on the Web at http://www.grc.nasa.gov/WWW/CSD/.
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Figure 5.3.2‑1 Data System Capabilities

For more TReK capabilities refer to MSFC-RQMT-2629 TReK Requirement Document and the TReK Web site (http://payloads.msfc.nasa.gov/trek).
The TSC Data System has capabilities to:

· Receive all telemetry data that is sent from MSFC to the TSC, and user-generated data streams used for testing and simulations

· Design software to process user-unique telemetry data, and generate displays for telemetry data.  The tools needed to design this software are provided on TReK workstations according to the TReK capabilities, which can be found in the POIC Capabilities Document, SSP 50304.  The TSC supplies the capability and the user is responsible for designing, integrating and testing their software

· Send commands to control payloads in orbit.  Commanding is done through an X-Windows interface on a TReK

· Store the payload’s raw telemetry data.  An NT file server will be configured with TReK software. The software collects the packets of data and stores them on the server.  The file server holds a finite amount of data at one time.  When the data storage begins to approach maximum capacity, the TSC staff following proper procedures will back up the data.

· Retrieve stored telemetry data and re-send the data to the user’s GSE.  Through the TReK software, the user selects what data, available on the server, needs to be resent to the user specified GSE.  The selection of data is based on the time that the data was received by the Mass Storage System.  The TReK software will locate the data selection requested, and re-send the data to the specified GSE.

· Transfer science data to a location where GRC allows outside access to data, using a file server on the GRC External Service LAN.  Based on the user’s location, the file server can be accessed with different methods.  Figure 5.3.2-2 outlines the configurations and methods of access

· Back up the servers that it maintains.  The TReK computers are equipped with an internal tape drive for creating backups.  The mass storage file server is equipped with a tape drive for creating backups to be performed by the TSC staff.

· Access the MSFC mission services. TSC users can do this using a TReK workstation. Complete details of services can be found in the SSP 50304 POIC Capabilities Document and the SSP 50305 POIC to Generic User Interface Definition Document (PGUIDD)
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Figure 5.3.2‑2 Data Access Configuration

1.10.3 Application

The TSC Data System provides the users with the capability to monitor and control their payloads.  The TSC distributes the user’s telemetry data to each individual machine that the user requests within the TSC Mission Network.  The TSC provides TReK workstations with the recommended Commercial Off-The-Shelf (COTS) software.  Users may bring in their own GSE; however, the user is then responsible for the software and maintenance of the machine.  The TSC provided TReK workstations contain software packages for the users to create data processing software and displays.  The TReKs also have an X-Windows interface that allows for commanding.

Users can rely on the TSC Mass Storage Subsystem to be a back up for their telemetry data, in case their GSE fails.  The Mass Storage Subsystem can resend the missed telemetry data to the user’s GSE when requested. This subsystem utilizes TReK software for its recording packet function.  This function grabs and stores the telemetry data on the server.  Through the TReK ‘add a playback packet’ function, the user can request that data be resent to the user’s GSE, based on the time that the data was received by the Mass Storage System.  The Mass Storage Subsystem can also save data to select media for archival purposes that will be performed by the TSC staff on a predetermined basis.

The TSC provides an FTP/Web server for the users to place their processed data on for distribution.  GRC has a centralized LAN for the entire campus to use where a user outside of GRC will be allowed access to retrieve data.  This network is the GRC external services LAN.  The TSC server resides on this LAN and can be accessed from the TSC Mission Network.  The users can transfer their data to this server.  The users can also create Web pages that will allow the payload to distribute and advertise their data.

1.11 TSC Facility Timing System

1.11.1 Description

The TSC facility Timing System provides the current GMT, ISS on-board time, and other select ISS times.  Times are viewable on suspended monitors throughout the facility and as a selection on the TSC Video System matrix.

Redundant timeservers providing GMT in NTP packet format are accessible to all computers on the TSC Mission Network.  The protocols and packet format information are supplied in the GRC TSC Interface Definition Document, TSC-DOC-011.  Figure 5.4.1-1 illustrates the design of the TSC Timing System.  


[image: image12.wmf]TSC Timing System

TSC

Timing

System

TSC

Video

Matrix

Lab-

provided

GMT

Room

Monitors

Audio-

video

stations

Real-

time

ops

display

Sim

ops

display

Network

System

NTP Packets


Figure 5.4.1‑1 Timing System

1.11.2 Capabilities

The time displays throughout the TSC facility are accurate within +/- 2 seconds of true GMT. TSC timing packets are accurate to less than 1 second.

1.11.3 Application

The user can view the ISS time displays on the suspended monitors or through the video matrix to plan for upcoming events like TDRS AOS/LOS.  NTP packets are useful for synchronizing multiple computers for purposes of tagging events or troubleshooting.

1.12 TSC Ground Track System

1.12.1 Description

The TSC Ground Track System provides a graphical representation of the ISS vehicle on orbit, and provides TDRS AOS/LOS predictions.  Separate displays are provided for real-time operations and simulations.  The ground track displays can be viewed through the TSC Video System matrix or directly from the MSFC 2D Display Web site.  The TDRS AOS/LOS displays can also be viewed through the TSC Video System matrix, or directly from the MSFC AOS/LOS Display Web site.

Figure 5.5.1-1 illustrates the design of the TSC Ground Track System.
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Figure 5.5.1‑1 Ground Track System

Figure 5.5.1-2 shows a sample ground track display.
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Figure 5.5.1-2 Sample Ground Track Display

1.12.2 Capabilities

The ground track and TDRS AOS/LOS displays are provided by MSFC POIC during real-time operations and MSFC simulations, and are schedulable resources for TSC internal simulations.  

1.12.3 Application

The ground track display is useful for a quick visualization of the ISS position on-orbit.  It should be noted that TDRS AOS/LOS times cannot be inferred by the ground track displays because of LOS caused by ISS vehicle component blockages.  The TDRS AOS/LOS display should be used for any time-critical planning and operations.

1.13 TSC Telecommunications System

1.13.1 Description

The TSC Telecommunications System carries the data, voice, and video into the TSC from external sources and providers.  This TSC system should be entirely transparent to the user.  Figure 5.6.1-1 illustrates the design of the TSC Telecommunications System.
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Figure 5.6.1‑1 Telecommunications System

1.13.2 Capabilities

This system can handle 50 Mbps of data, 2 T-1’s of voice loops (59 voice loops), and up to two channels of ISS Video.  (Refer to the individual system for more details about capabilities available to the user.)

1.13.3 Application

From a user perspective, there is no interaction with this TSC system.  Refer to the individual system for more details about user applications. 

1.14 TSC Physical Security System

1.14.1 Description

The GRC Security Office classifies the TSC as a limited access area and is discussed in detail in the TSC Security Plan (TSC-DOC-014).  The Physical Security System allows for recognizable and audit-capable entry.  The access control system is designed to meet a two-layer approach.  The first layer, the TSC hallways, has trusted access.  The second layer, the TSC rooms, has secure access.  All internal layer doors are kept closed and locked.  Figure 5.7.1-1 illustrates the design of the TSC Physical Security System.


[image: image16.wmf]TSC Physical Security System

User

Operations

Area

Room  150

   Comm - I/F

Room 151

Ops. Control

Room 153

Data

155

Devel

.

Rooms

102/ 104

Conf

.

Room 108

Secure Hallway

Secure

Entrance

Unsecured

Entrance

Alarmed

Door

TSC Facility

Keypad/Card Reader

Room 152

System

Controller

Cypher 

Lock

Key:


Figure 5.7.1-1 Physical Security System 

1.14.2 Capabilities

The Physical Security System performs physical access control, monitoring, central programming, self-diagnostics, and reporting.

1.14.3 Application

The Physical Security System operates on a 24x7 basis.  It is intended to record physical entry into a limited access area.  Authorized users gain access to the TSC, and its internal rooms, through the use of keypads and card readers located at doorway entrances.  All unauthorized users must be escorted by an authorized user.

1.15 TSC Network System

1.15.1 Description

The TSC Network System provides the user with access to telemetry and other MSFC POIC mission services, access to TSC services like mass storage and NTP packets, and access to GRC lab functions like the GRC Office Automation System (IDE).  The TSC network is separated into two networks: the TSC Mission Network and the TSC hosted subnets of the GRC lab network.  There are significant differences in access and service in these networks.  Figure 5.8.1-1 illustrates the design of the TSC Network System.
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Figure 5.8.1‑1 Networking System

1.15.2 Capabilities

The TSC Mission Network is used to access ISS telemetry, payload mission services through MSFC POIC, TSC mass storage, and TSC timeservers (NTP packets).  This network is connected to an ISS WAN that has a maximum restoration time of 4 hours with 24x7 coverage and an acceptable packet loss of <1.0%.  The TSC portion of the network uses individual 100Base-T uplink connections into the latest generation Ethernet switches with over 4Gbps back planes for maximum throughput and fewer Ethernet collisions.  A firewall configured to meet ISS operations requirements is provided to enhance security.  To maintain security, access is limited to mission LANs within the TSC, MSFC POC mission LANs, and GRC destinations directly.

The GRC lab network subnets in the TSC must adhere to GRC lab network services and restrictions. The GRC lab subnets have full access to GRC lab functions.  Access is available to off-site destinations like the Internet within GRC lab policies.  This network has a maximum restoration time of 24 hours with 24x7 monitoring and an acceptable packet loss of <5.0%.  The TSC portion of the network uses 10Base-T connections into Ethernet concentrators then to the GRC lab network routers.  The GRC lab firewall restrictions are per GRC CSD policies. 

1.15.3 Application

TSC users should plan to use the TSC Mission Network for all mission-related functions.  The GRC lab subnets are used for non-mission related business like access to the GRC Office Automation System (IDE).  

1.16 TSC Conferencing System

1.16.1 Description

The TSC Conferencing System allows the user to teleconference in the TSC conference room.  This system can also be selected as an audio destination for TSC video with corresponding audio such as NASA TV and tapes played on the conference room videocassette recorder (VCR). The Conferencing System is controlled by a GUI on a liquid crystal display (LCD) touch panel in the conference room.  Figure 5.9.1-1 illustrates the design of the TSC Conferencing System.
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Figure 5.9.1‑1 Conferencing System

1.16.2 Capabilities

The Conferencing System can accept calls or dial out within GRC lab restrictions.  Conferences can be set up through GRC meet-me bridges and the NASA Teleconferencing Center service provider.  Audio from the TSC Video System sources can be selected to be played into the conference room.

1.16.3 Application

The user can set up meetings with participants on other parts of the lab or even off-site using the teleconferencing capability.  The conference room can be used to view NASA TV or taped presentations with audio support.

design Safety considerations

The TSC systems and facilities comply with GRC, agency, OHSA and other applicable rules and regulations.
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Two-dimensional

AOS




Acquisition of Signal

APID
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Asynchronous Transfer Mode
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Commercial Off-The-Shelf 

CSD




Computer Services Division
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Digital Integrated Communication Electronic

System
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Enhanced HOSC System

FTP




File Transfer Protocol

Gbps




Gigabytes per second

GMT




Greenwich Mean Time

GPS




Global Positioning System

GRC




Glenn Research Center

GSE




Ground Support Equipment

GUI




Graphical User Interface

HOSC




Huntsville Operations Support Center

HTTP




Hypertext Transfer Protocol

IDE




Integrated Desktop Environment

ISS





International Space Station
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Johnson Space Center

LAN




Local Area Network
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Liquid Crystal Display

LOS




Loss of Signal

MCC-H



Mission Control Center - Houston

MSFC




Marshall Space Flight Center

NASA




National Aeronautics and Space Administration

NFS




Network File System

NISN




NASA Integrated Services Network

NT





Network

NTP




Network Timing Protocol
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Operations Control Panel
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Operations
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Payload Data Services System

PGUIDD



POIC To User Interface Definition Document

PIMS




Payload Information Management System

POIC




Payload Operations Integration Center

RAID




Redundant Arrays of Independent Disks

RTDS




Real Time Data System

SCP




Secure Copy Protocol

SIM




Simulation

TBD




To Be Determined

TDRS




Tracking and Data Relay Satellite

TReK




Telescience Resource Kit

TRN




Training

TSC




Telescience Support Center

UDP




User Datagram Protocol

VAS




Video Analog Switch

VCR




Video Cassette Recorder

VPN




Virtual Private Network
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APPENDIX-A TO BE DETERMINED (TBD) ITEMS

TBD items are items whose full definitions are still under discussion.

	Section Number
	TBD Item

	NONE
	NONE
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